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ABSTRACT In eukaryotic proteins, intrinsically disordered regions (IDRs) are ubiquitous and often exist in linker regions that
flank the functional domains of modular proteins, regulating their functions. For detailed structural ensemble modeling of IDRs,
we propose a multiscale method for IDRs that possess significant long-range order in modular proteins and apply it to the
eukaryotic transcription factor p53 as an example. First, we performed all-atom (AA) molecular dynamics (MD) simulations of
the explicitly solvated p53 linker region, without experimental restraint terms, finding fractional long-range contacts within the
linker. Second, we fed this AA MD ensemble into a coarse-grained (CG) model, finding an optimal set of contact potentials.
The optimized CG MD simulations reproduced the contact probability map from the AA MD simulations. Finally, we performed
the CG MD simulation of the tetrameric p53 fragments including the core domains, the linker, and the tetramerization domain.
Using the obtained ensemble, we theoretically calculated the small angle x-ray scattering (SAXS) profile of this fragment. The
obtained SAXS profile agrees well with the experiment. We also found that the long-range contacts in the p53 linker region are
required to reproduce the experimental SAXS profile. The developed framework in which we calculate the long-range contact
probability map from the AA MD simulation and incorporate it to the CG model can be applied to broad range of IDRs.
INTRODUCTION
It has become clear that intrinsically disordered regions
(IDRs) are ubiquitous in eukaryotic proteins: 30% to 50%
of eukaryotic proteins have been predicted to have IDRs
with at least 30 consecutive residues (1–3). IDRs often
play crucial roles in molecular recognition and signaling,
protein modification, molecular assembly, entropic chain
activities, and so on (4). Furthermore, IDRs are related
to various human diseases, such as cancer, cardiovascular
diseases, amyloidosis, neurodegenerative diseases, and dia-
betes (5,6). Notably, in eukaryotic proteins, most IDRs exist
either at the tails or at the linkers that flank folded domains
in multidomain and modular proteins (see Fig. 1 A as an
example) (7). Such flexible linkers can control the relative
location of the flanking domains, which is important for
the proteins to regulate their functions (8,9).

Biophysically, IDRs possess energy landscapes with
many shallow and competing minimums at room tempera-
ture and thus encompass the broad spectrum of conforma-
tional ensembles (4,10–13). The dominant feature of these
ensembles is the lack of persistent secondary and tertiary
structures, with a flexible chain transiently sampling frac-
tional local secondary structure as well as some long-range
contacts (14–16). An accurate description of the conforma-
tional ensemble is crucial to fully understand its functions.
It is, however, difficult to obtain detailed information of
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conformational ensembles of IDRs solely by conventional
experimental techniques. Therefore, combining experi-
mental data with computational method has been used and
shows some promise (14–16).

First, one can generate a largevariety of conformations and
then select the subset of conformations that have ensemble
averages that agree with experimental data (17,18). Another
approach uses a restrained MD simulation that is performed
with experimental restraint terms for biasing the confor-
mational sampling (19). These approaches help researchers
obtain IDR conformational ensembles consistent with ex-
periments (14–16). However, they commonly suffer from a
so-called ‘‘degeneracy problem’’—that is, given the low-
resolution information from experiments, there can be
many different ensembles that are consistent with the exper-
iments. Sophisticated methods to determine weights for
each conformation in the ensemble have been developed
to mitigate the problem (20). An alternative way that does
not suffer from the degeneracy problem is to perform MD
simulations without the experimental restraint term. How-
ever, conformational sampling by AA MD itself is highly
nontrivial for systems with transient long-range contacts.
The purpose of this paper is to develop a multiscale method
that can deal with IDRs with long-range residual contacts.

In addition, IDRs are often flanked by folded domains
and thus the full-length proteins are large and beyond the
reach of current AA MD simulations. Modular proteins,
comprising two or more folded domains tethered by IDR
linkers, are common in nature (21–23), among which is
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FIGURE 1 The domain maps of (A) the full length p53 and (B) the

CTetD. The ellipses represent domains that have stable tertiary structure

in solution, whereas the rectangles represent disorder regions. (C) The

strategy to determine the parameters of the CG linker model based on the

AAV-McMD simulation result. Snapshots show the AAV-McMD simula-

tion of the linker region (left) and the CGMD simulation (right). To see this

figure in color, go online.
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the eukaryotic transcription factor p53, which we used in
this study. The full-length p53 contains two folded domains
(the core domain and the tetramerization domain (Fig. 1 A))
that are flanked with both N- and C-terminal disordered tails
and the disordered linker region (24). Interestingly, of these
five distinct regions, two regions bind to DNA: the core and
the C-terminal domains. Our previous CG MD simulation
study showed that tetrameric full-length p53 slides on
DNAwith its C-terminal IDR while its core domains repeat
dissociation from and association to DNA (25). These are in
accord with a recent single molecule experiment (26). This
result points to the functionally important role of the p53
linker region that connects two DNA binding regions. Tidow
et al. reported the SAXS profiles of the p53 fragment that
lacks N- and C-terminal intrinsically disordered domains
(CTetD; Fig.1 B) and modeled a static structure that is
consistent with the experimental data (27). As another study
found, obtaining a unique static structure that could describe
the SAXS profiles did not exclude the possibility that the
CTetD is flexible in solution (28). In this construct, the
Biophysical Journal 107(3) 721–729
linker region controls a relative location between the core
domain and the tetramerization domain. Therefore, the
model of this linker region has the dominant effect on the
overall shape of the CTetD and consequently its SAXS pro-
file. We also know, a posteriori, that the linker region
contains transient long-range order. This makes the CTetD
construct an ideal system to verify quantitative modeling
of IDRs in modular proteins.

In this study we extended previous multiscale approaches
(29–32) and proposed a multiscale ensemble modeling
method that can be used on IDRs with long-range residual
contacts. For the p53 linker, we first performed atomistic
structure modeling by taking the recently developed
enhanced sampling techniques, a virtual-system coupled
multicanonical MD (V-McMD) simulation (33). This AA
MD based ensemble was utilized to obtain an optimal set
of CG interaction parameters (Fig. 1 C). Using the obtained
CG model of the p53 linker, we performed CG MD simula-
tions for the p53 CTetD, and theoretically calculated the
SAXS profile of the obtained CG conformational ensemble.
We find that the profile agrees well with that of the experi-
ment. Finally, we investigated the effect of the long-range
order in the linker on biological functions, focusing on the
contact probabilities between two core domains. The results
suggest that the linker conformations modulate the inter-
core domain contacts to a certain degree. In this work, we
successfully modeled the p53 linker region that has long-
range contacts and obtained structural ensemble of p53
CTetD that cannot be obtained easily by the previously
established modeling methods. The framework in which
we calculate the long-range contact probability map from
the AA MD simulation and incorporate it to the CG model
can be applied to broad range of IDRs.
METHODS

Multiscale method for intrinsically disordered
region

We next outline the multiscale method for IDR modeling, in which we use

AAMD simulations to tune parameters in a CGmodel. We suppose the case

that a relatively large modular protein contains IDRs and that the IDRs

possess long-range residual order. Here, the long-range residual order

means a structural order stabilized by nonlocal interactions. For this IDR

region, first, we obtained the conformational ensemble by performing AA

MD simulations. Then, using this AA MD-based ensemble, we tuned the

CG model.

For the IDR that has long-range order, wewrite the potential energy func-

tion V of our CG model as follows:

V ¼ V0 þ
X
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where V0 represents a CG potential previously developed for IDRs that are

supposed to approximate local residual order (see the following sections for

the explicit formula); rij is the distance between the i-th and the j-th CG
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particles; and eij and r0ij are parameters to be determined via the multiscale

method.

First, from the AA ensemble, we calculated the modes of distances

between CG particle pairs and set them to the r0ij parameters. We also calcu-

lated the contact probability map from the AA ensemble ðrAAij Þ. We consid-

ered a residue pair was contacted, if the distance between its CG particles

(the Ca atoms of these residues for AA ensemble) was less than 8.5 Å.

To determine the eij parameters, we first performed CG MD simulations

of this region with the eij parameters set to 0.0. Then, we calculated the

contact probability map from the CG ensemble ðpCGij Þ. By comparing the

contact probability map pCGij with pAAij , we updated the eij parameters that

were initially set to 0.0, according to the following equation:

enewij ¼ e
prev
ij � ln

pCGij
pAAij

(2)

Then, we performed the CG MD simulation again, using the new enewij pa-

rameters. We repeated 1), the CGMD simulation, 2), the contact probability
calculation, and 3), the parameter update until the contact probability map

from the CG ensemble converged to that from the AA ensemble as shown

below. The strategy is outlined in Fig. 1 C. Previously, a similar procedure

was utilized to incorporate interaction information from experiments into

their CG model (34).
All-atom simulation of p53 linker region

In this section we describe the AA MD simulation method for the p53

linker (for details of themethod, see theSupportingMaterial).The systemcon-

sists of the p53 linker segment with a few residue extensions at both ends (40

residues long, residue ID: 288 to 327),which is solvatedwithwatermolecules.

The amino-acid sequence is Ace- NLRKKGEPHHELPPGSTKRALPNNT

SSSPQPKKKPLDGET-Nme, where Ace and Nme are, respectively, the

N-terminal acetyl and C-terminal N-methyl groups introduced to cap the

segment termini. We generated a random conformation of the linker segment

for the initial conformation and put it into a solvent sphere (diam. ¼ 80 Å),

setting the center of mass at the center of the sphere. The system consisted

of 30,937 atoms (640 polypeptide atoms, 36 Cl-, 30 Naþ, and 10,077 water

molecules). To sample the conformation of the linker region with reduced in-

fluenceof the boundary condition,wefixed the linear and the angularmomenta

of the linker segment to zero by rescaling the velocities. We did not use the

periodic boundary condition in this study because the periodicity may cause

artificially interchain entangling among the different periodic boxes. The

solvent sphere was set as large as possible, yet small enough so that the

multicanonical sampling can be done within a feasible simulation time.

The force field parameters for the polypeptides were from an AMBER-

based hybrid force field (35) defined as Vhybrid ¼ 0:25V94 þ 0:75V96, where

V94 and V96 denote the AMBER parm94 (36) and parm96 force fields,

respectively (37). Previous McMD simulations with Vhybrid revealed that

a peptide with a helical propensity folds into an a -helix, whereas a peptide

with a b -hairpin propensity forms a b -hairpin (35). Therefore, we used

Vhybrid for the present study. We have successfully applied this force field

to protein folding (38–40) and an ensemble modeling of an intrinsically

disordered protein (IDP) (41). Although there is no perfect atomistic force

field that can be applicable to any amino-acid sequence, our preceding

works (35,41) have suggested that the force field we used in the present

study does not have an apparent bias in secondary structure formation

and is appropriate for IDRs.

The AA simulation procedure consists of two stages: 128 pre-V-McMD

simulations were performed with a high temperature. These 128 simula-

tions were all started from different random conformations. Then, for the

pre-V-McMD simulations, the biased potential was computed for the first

V-McMD simulation. Then, we started the first V-McMD simulations using

the biased potential (see the Supporting Material for the accuracy of the

biased potential estimation). Each of these simulations was started from

the final conformation of each of the pre-V-McMD simulations. The length
of the production run was 1.2 � 107 steps for each of the 128 runs. Finally,

we assigned a statistical weight at 300 K to each snapshot of the production

run according to the reweighting technique (33).
Coarse-grained simulation of p53 linker region

As a starting point of development of a new CG model, we began with a

concise CG model that we developed previously (‘‘pure-CG’’ model in

(42)). This model does not take into account long-range contacts. The

potential energy function of that model is as follows:

V0 ¼ Vw=o contact ¼ Vbond þ Vangle þ Vele þ Vex; (3)

where Vbond , Vele, and Vex are the bond-stretching term, the electrostatics

term, and the excluded volume effect term, respectively. (For complete

description of the potential energy function, refer to an earlier study

(42)). This model reproduced the SAXS profile of the p53 N-terminal

IDR whose conformational ensemble did not have extensive long-range

contacts. However, the direct application to the system with fractional

long-range contacts fails to reproduce the SAXS profile, as is shown below.

The molecular system of the CG MD simulation was the same as that of

the AA MD simulation except for the absence of the cap of the segment

termini. We used the one-bead-per-one-amino-acid CG model and put a

CG particle on each Ca position of the 40-residues-long linker segment.

We generated a random conformation of the linker segment for the initial

conformation and put it into a sphere. The diameter of the sphere was

80 Å, the same as that of sphere 2 in the AA MD simulation. Because

the diameter of the sphere was same between the AA and the CG MD sim-

ulations, the confinement was expected to affect similarly the AA and the

CG conformational samplings. Therefore, we thought that the confinement

effect on the parameter calibration procedure was negligible. Production

runs for the CG simulations were performed by Langevin dynamics for

108 MD steps using CafeMol 2.0 (43).
Coarse-grained simulation of two core domains

Experimentally, it has been shown that two p53 core domains form a loose

dimer with the dissociation constant of 2 mM at 100 mM monovalent ion

(44). Using NMR spectroscopy, Tidow et al. revealed that transient interac-

tion between core domains in solution involved the same interface as that

observed in the crystal structure of the core domain-DNA complex (27).

To model this intercore-domain interaction so that the dissociation constant

was essentially the same as that measured in the previous experiment, we

performed the CGMD simulation of the system containing the two core do-

mains (Fig. S1 A). The initial coordinate of the core domain was taken from

the x-ray crystal structure (45) (PDB ID: 2XWR). We put two core domains

into a sphere with the diameter of 50 Å. We adopted recently developed

Go-like AICG2 model (46) for the intramolecular potential energy function

that stabilizes the native structure (45) (PDB ID: 2XWR). The intercore-

domain potential energy function is defined as follows:

Vinter core ¼ VeleþVex þ
Xnative contact

i>jþ3
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where Vele and Vex were electrostatics term and excluded volume effect

term, respectively (for complete description of these terms, refer to the Sup-

porting Material). The i and j run over the CG particle pairs that contacted

in the experimentally indicated interface in the x-ray crystal structure (47)

(PDB ID: 3KMD). The r0ij is the distance between two CG particles i and j in

the native structure. The eij’s are the AICG2 model parameters (46). These

parameters were tuned so that the fluctuation of isolated proteins was
Biophysical Journal 107(3) 721–729
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reproduced. Thus, there is no guarantee that these parameters reproduce the

strength of interprotein-interaction. Accordingly, to reproduce the dissoci-

ation constant, we scaled the intermolecular native contact interaction by

an additional factor e ¼ 0.65 (the determination process of e is described

in detail in the Supporting Material). The ion strength was set to the

same value as that of the experiment (100 mM) (44).

In previous NMR studies (27,48), the other interdomain interactions

(i.e., core-linker, core-Tet, and linker-Tet interactions) were not identified.

Therefore, we imposed only repulsive and electrostatic interactions to the

other interdomain interactions.
Construction of coarse-grained conformational
ensemble of CTetD

To validate the parameters of the CG linker model, we performed the CG

MD simulation of the tetrameric CTetD (Fig. 1 B), obtained the CG confor-

mational ensemble, and theoretically calculated the SAXS profile from this

conformational ensemble using the CRYSOL program (49) after recon-

structing AA model using the PULCHRA program (50). We used 2XWR

(45) and 1AIE (51) as the template structure for the core (residues 91 to

289) and the tetramerazation (residues 326 to 356) domains, respectively,

and modeled the linker region (residues 290 to 325) as a random coil.

We used Eq. 1 as the potential energy function (with and without intrachain

contact interactions) for the linker region, the AICG2 model as that for

the core and the teramerization domains, and Eq. 4 as that for the intra-

chain-domain interaction. The ion strength was set to the same value as

the experiment (150 mM) (27). Each production run was performed by

Langevin dynamics for 109 MD steps.

FIGURE 2 The representative structures of the top-six largest clusters

obtained using the AA V-McMD simulation. The blue spheres represent

the Ca atoms of the N-terminal residues (residue ID: 288 to 297). The

red spheres represent the Ca atoms of the C-terminal residues (residue

ID: 321 to 327). The helical region of the largest cluster (residue ID: 301

to 307) is colored green. To see this figure in color, go online.
RESULTS AND DISCUSSIONS

All-atom simulation of p53 linker region

First, we performed the AA V-McMD simulation of the
p53 linker region with a few residue extensions in both
ends (residue ID: 288 to 327). We obtained the well-
converged conformational ensemble (see the end of this
section for the convergence test). To characterize structures
in the ensemble, we grouped the structures into clusters. The
clustering was done by the gromos algorithm (52) imple-
mented in GROMACS 4.5.5 (53) using the root mean square
deviation (RMSD) between each pair of structures as a
distance metric. In the clustering analysis, we chose 200
conformations that had large Boltzmann weights at 300 K
out of 30,000 stored conformations. Using the RMSD cutoff
3.0 Å, we obtained 31 clusters. In Fig. 2, we show the repre-
sentative structures of the top-six largest clusters, together
with the ranking by the cluster size. We find that the confor-
mational ensemble is very diverse.

Interestingly, each conformation has its specific second-
ary structure and tertiary contact pattern. For example, the
top-cluster structure contains a helical region (light green
in Fig. 2), although the same region in the other five clusters
does not contain a helical region. The secondary structure
prediction also indicated that this region have high helical
probability (Fig. S2 in Supporting Material). A recent study
revealed that the iASPP protein, whose function is to modu-
late p53-dependent apoptosis, is bound to the p53 linker
region although its binding site in the linker region has
Biophysical Journal 107(3) 721–729
not been elucidated yet (54). It was also reported that a
significant number of molecular recognition events often
involved loosely structured regions within IDRs (55). Taken
together, we speculate that either or both of these regions
(residue ID: 289 to 293 and 301 to 307) with relatively
high helical propensities recognize the iASPP by the
‘‘coupled folding and binding’’ manner.

Moreover, the N-terminal region (blue) and C-terminal
region (red) in the simulated peptide form the long-range
contacts in the most and the third-most populated clusters,
but not in the other clusters (Fig. 2). We speculate that
some of these long-range contacts are caused by the electro-
static interaction (Fig. S3). Overall, it is suggested that the
conformational ensemble of the p53 linker region cannot
be described by the simple random coil model and is com-
posed of the structures with the transient secondary struc-
tures and long-range contacts.

We assessed the convergence of the conformational
ensemble obtained by V-McMD simulations. To do so,
we randomly divided the 128 simulation trajectories into
two groups, extracted the structures from each of them
to make two conformational ensembles (‘‘AA_1’’ and
‘‘AA_2’’), calculated contact probability maps and the
distributions of the radius of gyration, and compared
them (left panel in Fig. 3 A). In drawing the contact



FIGURE 3 The determination of parameters of

the CG linker model. (A) The contact probability

maps from AA V-McMD simulation (left) using

two halves of ensemble (AA_1 and AA_2; see

text for details). The contact probability maps

from the AA V-McMD simulation (center; above

diagonal), from the coarse-grained (CG) simula-

tion with all of the ε’s in Eq. 1 set to 0.0 (center;

below diagonal), and from the CG simulation

with the updated parameters (right; below diago-

nal). (B) The RMSD between the contact probabil-

ity maps from the AA V-McMD simulation and

those from the CG MD simulation of each round

of the parameter update procedure. (C) The prob-

ability distributions of the radius of gyration

from the AA V-McMD simulation (‘‘AA_1’’ and

‘‘AA_2’’), from the CG simulation with all of the

ε’s in Eq. 1 set to 0.0 (blue), and from the CG

simulation with the updated parameters (red). To

see this figure in color, go online.
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maps, we identify two residues forming contact when the
distance between two Ca atoms is less than 8.5 Å. From
Fig. 3 A, we see that these two contact maps are similar,
suggesting that the AA ensemble converges relatively
well in this perspective. This information is directly incor-
porated into the CG model below. Therefore, the conver-
gence in this perspective is critically important. From this
map, we also see that, in addition to the transient long-
range contacts between N- and C-terminal regions, there
are several fractional but noticeable contacts in the AA
conformational ensemble. We listed the prominent contacts
in Table S3. In Fig. 3 C, distributions of radius of gyration
from AA_1 and AA_2 are completely overlapped, suggest-
ing that the AA ensemble converges relatively well in this
perspective, too.
Determination of parameters of coarse-grained
linker model

For the p53 linker region, we seek a set of CG model eij
parameters in Eq. 1 that can reproduce the residue-residue
contact probabilities computed by the AA simulations as
close as possible.

First, we performed the CG MD simulation with the eij
parameters in Eq. 1 set to zero. Then, we calculated the con-
tact probability map from the obtained CG conformational
ensemble (the bottom-right triangle region in the center
panel of Fig. 3 A) using the same cutoff distance as above
for the definition of contacts. The map shows almost no
fractional contact in this CG conformational ensemble.
For comparison, the top-left triangle region in the same
panel shows the contact map by AA simulations. We see
clear difference between the two halves.

Then, we updated the eij parameters according to the Eq.
2. Using the updated parameters, we repeated the CG MD
simulation and calculated the contact probability maps. As
a result, the difference between the AA map and the CG
map became smaller (the RMSD plotted in Fig. 3 B). We
repeated this cycle five times. Fig. 3 B shows that, as we
repeated the cycle, the RMSD monotonically decreased
and finally converged to a small value. In the bottom-right
triangle region of the right panel of Fig. 3 A, we show the
contact probability map calculated from the final CG
conformational ensemble. By comparing the elements
above (the contact map by AA simulations) and below the
diagonal, we see that the CG map and the AA maps are
essentially the same. Thus, the parameter set in the fifth
round reproduced the AA contact probability map well
and was used for the subsequent CG MD simulations of
the CTetD (Fig. 1 B).

To investigate the characteristics of the CG conforma-
tional ensemble in the final round, we calculated and plotted
probability distributions of radius of gyration (Rg; Fig. 3 C).
The plot shows that the average Rg of the ensemble (red) is
smaller than that in the initial round with all of the eij param-
eters set to zero (blue). In Fig. 3 C, we also plotted the
probability distribution of Rg of the AA conformational
ensemble (black or gray, see the previous section). Interest-
ingly, there are three peaks in this probability distribution,
which indicates that several distinct states with different
Rg’s coexist in the AA conformational ensemble. By
comparing these probability distributions, we can see that
Biophysical Journal 107(3) 721–729
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the most intense peak with the smaller average Rg of the AA
probability distribution is reproduced by the CG conforma-
tional ensemble in the final round, but not by the initial
round. This suggests that the AA conformational ensemble
is more compact than expected from the random coil model
and the fractional long-range contacts are required to repro-
duce this conformational ensemble. We can also see that
the other two peaks are reproduced by neither of the CG
conformational ensembles. This suggests that the Lenard-
Jones-type contact term in Eq. 1 is not sophisticated enough
to reproduce the transition between several distinct states in
the AA conformational ensemble. The development of more
sophisticated CG model for contact interaction is desirable
in future. For example, a simple way to improve the model
is to impose the contact potential (Eq. 1) only to the inter-
action between beads representing a hydrophobic or bulky
and polar amino acid (i.e., Leu, Ala, Asn, and Gln). How-
ever, we consider that the simple model can be used for
the p53 linker region, because these less populated confor-
mations do not seem to affect the conformational ensemble
of the CTetD.
FIGURE 4 Comparison of the experimentally observed and theoretically

calculated SAXS profiles. (A) The SAXS intensity profile from the exper-

iment (gray points), from the CG MD simulation with the updated param-

eters (red solid line), and from the CG MD simulation with all of the e’s in

Eq. 1 set to 0.0 (blue solid line). Inset shows representative structures from

the CG MD simulation with all the ε’s in Eq. 1 set to 0.0 (left) and from the

CG MD simulation with the updated parameters (right). (B) Kratky plot.

The color assignment is same as that of A. (C) Guinier plot. The color

assignment is the same as that of A. To see this figure in color, go online.
Validation of parameters of the coarse-grained
model

To validate the parameters of the CG linker model obtained
above, we performed 109-step CG MD simulation of the
tetrameric CTetD (Fig. 1 B), obtained the CG conforma-
tional ensemble, theoretically calculated the SAXS profile
from this ensemble using CRYSOL (49) after reconstructing
the AA model using PULCHRA (50), and compared it with
that of the previous experiment (27). We note that, except
for the linker region, the other parts of the CTetD have stable
tertiary structures in solution (Fig. 1 B). Therefore, the over-
all shape of the CTetD is mostly decided by the flexible
linker region, which makes this system suitable for valida-
tion of the parameters of the CG linker model.

First, we compared the normalized SAXS intensity pro-
file calculated from the CG MD simulation with that of
the experiment (Fig. 4 A). We see that the SAXS profile
from the CG MD simulation with the contact interactions
in the linker region (all of the e’s in Eq. 1 calibrated based
on the AA MD simulation; red in Fig. 4 A) reproduces
that of the experiment well (gray in Fig. 4 A) (c ¼ 0.38,
where c is the sum of square difference of each data point).
On the other hand, the SAXS profile from the CGMD simu-
lation without the contact interactions (all of the e’s in Eq. 1
were set to 0; blue in Fig. 4 A) exhibits clear deviation from
the experimental data (c ¼ 2.60).

Second, we compared the Kratky plots (s2IðsÞ versus s,
where s is a scattering vector and IðsÞ is a scattering inten-
sity) (Fig. 4 B). The experimental Kratky plot (gray) shows a
single pronounced peak that is indicative of a spatial decor-
relation between the different globular domains (28). This
peak is nearly perfectly reproduced by the CG MD simula-
Biophysical Journal 107(3) 721–729
tion with the contact interaction in the linker region (red in
Fig. 4 B), whereas the peak position is clearly different when
all of the e’s in Eq. 1 are set to zero. This result indicates that
the relative position of the different core domains is well
decorrelated in the CG MD simulation with the optimal e’s.

Third, we compared the Guinier plots (logðIðsÞÞ versus s2)
(Fig. 4 C). From the slope of the linear region in the
small-angle limit, we can estimate the radius of gyration
of the molecule. From this figure, we can see that the
slope of the CG MD simulation with the contact interac-
tions in the linker region is essentially the same as that of
the experiment, whereas that of the CG MD simulation
without the contact interaction is quite different. This
result indicates that the experimental radius of gyration
(52.2 Å) is closer to the CG MD simulation with the con-
tact interactions in the linker region (45.8 Å). The latter is
significantly smaller than that of the CGMD simulation
without long-range order in the linker (64.8 Å). This
result also indicates that the structures from the CG MD
simulation with the contact interaction (right panel of
the inset of Fig. 4 A) tend to be more compact than those
from the CG MD simulation without them (left panel of
the inset of Fig. 4 A). In the CG MD simulation with
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the contact interaction, the average radius of gyration is
smaller than that of the experiment. We think that this
can partly be attributable to the bias in the conformational
ensemble obtained using the AA MD simulation to the
relatively compact structures. This is a previously reported
problem in almost all of the current generation force fields
(56). Thus, it is desired that next generation force fields
are designed to mitigate this problem.

Taken together, these results show that we can obtain the
CG conformational ensemble of the CTetD that fairly well
reproduces the experimental SAXS profile using the CG
MD simulation with the contact interaction in the linker re-
gion. Thus, the parameters of the CG linker model obtained
based on the AA MD simulation are valid.
Intercore-domain interaction in CTetD

In the ‘‘Determination of parameters for intercore-domain
interaction’’ section, we tuned the CG model eij parameters
in Eq. 4 for the intercore-domain interaction. The parame-
ters were determined so that the experimental dissociation
constant of the intercore-domain interaction was repro-
duced. In the tetrameric CTetD, four core domains are
tethered by tetramerization domains and thus tethering by
the linker modulates the inter-core domain associations.
To reveal the effect of the tethering on the inter-core-domain
association, we plot the probability distributions of inter-
core-domain Q-score of each pair of core domains in Fig. 5.
The Q-score represents the ratio of the transiently formed
contacts to the natively formed contacts.

We note that the tetramerization domain of p53 takes
dimer-of-dimers. The primary dimer makes tight contacts
including interchain b sheet formation. Interactions between
two primary dimers are via helix-helix contacts and are
FIGURE 5 Probability distributions of the inter-core-domain Q-score

from the CG MD simulation with all of the e’s in Eq. 1 set to 0.0 (left)

and from the CG MD simulation with the updated parameters (right and

right inset). The Q-score represents the ratio of the transiently formed con-

tacts to the natively formed contacts. Natively formed contacts are defined

using the x-ray crystal structure in which four core domains bind to its

specific DNA (PDB ID: 3KMD) as a template structure. We calculated

the probability distribution of each pair of the core domains. Because of

the symmetry of the molecule, these pairs can be divided into three classes.

Therefore, we mapped these three classes on to the cartoon of tetramerized

CTetD (left inset). The color assignment is the same as that of Fig. 1 A and

B. To see this figure in color, go online.
weaker. Because of the nature of the dimer-of-dimer form
of tetramerization, inter-core-domain interactions have three
types of pairings: 1), the pairing of core domains, of which
chains form the primary dimer in the tetramerization domain;
2), the pairing of core domains, of which chains form con-
tacts via secondary dimer interface in the tetramerization
domain; and 3), the pairing of core domains, of which chains
are most distant and thus form the least contacts in the tetra-
merization domain (arrows in the inset of the left panel of
Fig. 5). In Fig. 5, we used different colors for different types
of pairings: red for the type 1, blue for the type 2, and green
for the type 3. Because of the symmetry of the molecule,
there are two pairs in each of the three types. We distin-
guished the two pairs using the solid and the dashed curves.

The right panel of Fig. 5 shows that, when we included
long-range interaction in the linker region, we see a weak
yet significant probability of contacts between core domains
(a low and broad peak around the intercore domain Q-score
of 0.1). On the other hand, we do not see significant proba-
bility of intercore domain contact when the linker does not
contain long-range interactions (left panel of Fig. 5: the
correlation coefficient between red (blue) curves in left
and right panels of Fig. 5 is around 0.15). Note that the
inter-core-domain contact strengths are identical between
the two simulations and that the origin of the difference is
purely in the treatment of the linker region. This result indi-
cates that the long-range contact interaction in the linker
region increases the local effective concentration of the
core domains and thereby enhances the inter-core-domain
association. However, even with the contact interaction in
the linker region, the contact probability is rather low.
Therefore, our data show that the p53 predominantly exists
as an open form, i.e., the core domains are not in contact, in
the absence of its response element (RE) on DNA, whereas
there is a low probability to take a topologically closed
form, i.e., the core domains are in contact. This may facili-
tate p53 to wrap the DNA when p53 finds the response
element. When p53 binds to its RE, the core domains
form interchain contacts, taking the closed form. Bound to
the nonspecific DNA, p53 would primarily take an open
form although intercore domain contact probability may
be slightly higher than that in the absence of DNA. This
conformation could be somewhat different from the RE
wrapping conformation previously observed using cryo-
electron microscope (27). On the nonspecific DNA, the
inter-core domain contact probability would be quite low.
Thus, we can reasonably argue that the inclusion of the
inter-core domain does not affect the main conclusion of
the previous work.

From this figure, we also see the peak of type 1 interaction
(red) is the most pronounced. The distribution of the inter-
core-domain Q-score of one core-domain-pair is similar to
that of the other core-domain-pair (compare the solid and
dashed line in the right panel in Fig. 5), suggesting that
the initial-structure-dependency is almost diminished by
Biophysical Journal 107(3) 721–729
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repeated dissociation and association of the core domains.
This result indicates that each core cannot freely diffuse
because of the tethering and that the type 1 interaction is
preferred. Because the interaction energy parameters for
each pair of the core domains are set identically, this prefer-
ence arises from the topology of the tetramerization domain
and from the restraint of the linker region.
CONCLUSION

Although the SAXS profile is not sensitive enough to test
the detail of the model, the SAXS can monitor the shape
of the molecular envelope. Therefore, comparison of the
SAXS profile provided validation of the compactness of
the compact linker structural ensemble obtained in our CG
MD simulations.

At the moment, limited experimental information is
available for structural and dynamic properties of the p53
isolated linker domain. In this study, we found that the
long-range contacts in the linker region alter the structure
of the p53 as a whole, affecting the function of this protein.
Thus, more structural study of this region would be benefi-
cial. To address biological functions of p53 more directly,
we need to characterize conformations of p53 binding to
the RE on DNA. This is beyond the scope of the present
work and should be addressed in future studies.

The structural analysis of p53 CTetD indicates that the
long-range contact in the linker region increases the local
effective concentration of the core domains and thereby en-
hances the inter-core-domain association, though the con-
tact probability is rather low. Therefore, our data show
that the p53 predominantly exists as an open form, whereas
it takes a closed form in a low probability. We speculate that
this low-probability closed form in DNA-free state may
facilitate the closed form on the DNA and to wrap its recog-
nition element.

Modular proteins comprising two or more folded domains
tethered by intrinsically disordered linker regions are ubiq-
uitous in nature (21–23). Our results strongly suggest that
the multiscale modeling strategy employed in this work
can be used in the conformational ensemble modeling of
modular proteins that usually have fractional long-range
contacts in its disordered regions. Although the method
itself is general, the CG potential function obtained in this
work is specific to the target molecule, and is not transfer-
able to other systems. For each of the target molecules,
we started with the AA MD simulation to obtain conforma-
tional ensemble of a disordered region because different
amino-acid sequences have different conformational ensem-
bles. Therefore, the applicable range of the proposed
method is limited by the capability of obtaining an equilib-
rium AA conformational ensemble of a disordered region,
i.e., the longer the IDR, the more difficult the conforma-
tional sampling. Although various promising methods
including the one we used in this work (33) have been devel-
Biophysical Journal 107(3) 721–729
oped, further improvement is definitely desired to overcome
the limits of the present method.
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Overview 

In the following subsections, we provided 1) the set up of the all atom (AA) molecular dynamics 
(MD) simulation in the "All atom simulation of p53 linker region" subsection, 2) the detailed 
procedure of the virtual-system coupled multi-canonical MD (VMcMD) simulation in the 
"Details for the V-McMD method" and "Multicanonical force and energy distribution" 
subsection, 3) the potential energy function for the coarse-grained (CG) simulation in the " 
Coarse-grained simulation of p53 linker region" subsection, and 4) CG model parameter 
calibration procedure for inter-core domain interaction in the "Coarse-grained simulation of two 
core domains" subsection.  
 

All atom simulation of p53 linker region 

Here we describe the AA MD simulation method for the p53 linker. The system consists of the 
p53 linker segment with a few residue extensions in both ends (a 40-residue long, Residue ID: 
288-327), which is solvated with water molecules. The amino-acid sequence is: 
Ace-NLRKKGEPHHELPPGSTKRALPNNTSSSPQPKKKPLDGET-Nme, where Ace and Nme 
are, respectively, the N-terminal acetyl and C-terminal N-methyl groups introduced to cap the 
segment termini. 



    We generated a random conformation of the linker segment for the initial conformation, and 
put it into a sphere (sphere 1; diameter = 82 Å), setting the center of mass at the center of the 
sphere 1. The water buffer had been equilibrated in advance at 1.0 g/cc and 300 K. Then, we 
randomly replaced 66 water molecules with 36 chlorine and 30 sodium ions to realize 
physiological ion concentration. The mismatch of the positive and negative ions neutralized the 
net charge of the linker. The system finally consisted of 30937 atoms (640 polypeptide atoms, 36 
Cl-, 30 Na+, and 10077 water molecules). To avoid evaporation of the solvent from the sphere 1, 
a restoring force (harmonic potential) was applied to water-oxygen atoms or ions only when they 
were outside of the sphere 1. Another harmonic potential was applied to the linker heavy atoms 
when those atoms were outside of a smaller sphere (sphere2; diameter = 80 Å) concentric to the 
sphere 1. The sphere 2 was smaller than the sphere 1 because the linker should not be exposed to 
the sphere 1 surface. We fixed the linear and the angular momenta to zero by re-scaling 
velocities. The momentum and the angular momentum of the linker were fixed to zero during 
simulation. We did not use the periodic boundary condition in this study because the periodicity 
may cause artificially inter-chain entangling among the different periodic boxes. The solvent 
sphere (sphere 1) was set as large as possible, yet small enough so that the multi-canonical 
sampling can be done within a feasible simulation time. 

    We used PRESTO ver. 3 (Morikami et al., Biopolymers Computers Chem, 16:243, 1992) 
with which we implemented V-McMD (Higo et al., J Chem Phys, ���138:184106, 2013). For time 
integration, we used the leap flog method (Hockney and Eastwood, Computer Simulation using 
particles, 1994). The MD time step was 1.0 fs. SHAKE (Ryckaert et al., J Comput Phys, 23:327, 
1977) was used to constrain the covalent bonds between heavy atoms and hydrogen atoms. 
Long-range electrostatic interactions were calculated using a cell-multipole expansion (Ding et 
al., J Chem Phys, 97:4309, 1992). One of the advantages of the cell-multipole method is that we 
can apply it irrespective of the boundary condition. The temperature was controlled using a 
constant-temperature method (Schmidt et al., J Phys Chem B, 113:11959, 2009). The force field 
parameters for the polypeptides were from an AMBER-based hybrid force field (Kamiya et al., 
Chem Phys Lett, 401:312, 2005) defined as 𝑉!!"#$% = 0.25𝑉!" + 0.75𝑉!", where 𝑉!" and 𝑉!" 

respectively denote the AMBER parm94 (Cornell et al., J Am Chem Soc, 118:2309, 1995) and 
parm96 force fields (Kollman et al., Computer Simulation of Biomolecular Systems, 1997) 
Previous McMD simulations with Vhybrid revealed that a peptide with a helical propensity folds 
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into an α-helix, whereas a peptide with a β-hairpin propensity forms a β-hairpin (Kamiya et 
al., Chem Phys Lett, 401:312, 2005). Therefore, we used Vhybrid for the current study. We have 
successfully applied this force field to protein folding (Ikebe et al., Chem Phys Lett, 443:364, 
2007; Ikebe et al. Protein Sci, 20:187, 2011; Ikebe et al., J Comput Chem, ���32:1286, 2011) and an 
ensemble modeling of an IDP (Higo et al., J Am Chem Soc, 133:10448, 2011). Although there is 
no perfect atomistic force filed that can be applicable to any amino-acid sequence, our preceding 
works (Higo et al., J Am Chem Soc, 133:10448, 2011; Kamiya et al., Chem Phys Lett, 401:312, 
2005) have suggested that the currently used force field does not have an apparent bias in 
secondary structure formation and is appropriate for IDR study. We used the TIP3P water model 
(Jorgensen et al., J Chem Phys, 79:926, 1983) for the water molecules. 

    The AA simulation procedure consists of two stages (For detail of the method, see the 
supporting information): the pre-V-McMD stage where 128 canonical MD runs were done at 
various temperatures, and the V-McMD stage, where 128 McMD runs were done. The first 128 
pre-V-McMD simulations were performed with a high-temperature (719 K) for for each of the 
128 runs starting from the random conformation generated above with different random seeds for 
the atomic velocity generation. Then, the second 128 pre-V-McMD simulations were performed 
at 671 K starting from the last snapshots of the first pre-V-McMD simulation. We repeated this 
procedure with decreasing temperatures to 296 K. After the pre-V- McMD simulations, the 
biased potential was computed for the first V-McMD simulation. Then, we started the first 
V-McMD simulations using the biased potential, where 128 runs were done independently 
starting from the first 128 pre-V-McMD simulations at 719 K. We repeated the V-McMD 
simulations for 16 times, where the iterations from the first to fifteenth V-McMD simulations 
were performed for the refinement of the biasing potential for the conformational sampling and 
the last iteration was the production run. The initial conformations of the 128 runs for the i th 
V-McMD simulation were the last snapshots of those for the i+1 th V-McMD simulation. The 
simulation length for the first to fifteenth V-McMD simulations ranged from 1.0×10!  to 
2.6×10! steps. Length of the production run was 1.2×10! steps for each of the 128 runs. 
Finally, we assigned a statistical weight at 300 K to each snapshot of the production run 
according to the re-weighting technique (Higo et al., J Chem Phys, 138:184106, 2013). We note 
that the V-McMD simulation is a generalized ensemble method, which is designed to obtain a 
wide conformational distribution by performing such short production simulation. We calculated 
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the root mean square deviation (RMSD) between the initial structure of the production V-McMD 
run and each snapshot in the trajectories, and plotted it for four representative cases in Fig. S4. 
From these plots, we see that, right after the beginning of simulations, the conformation rapidly 
changed drastically suggesting that it is unlikely that the initial conformation affected the 
sampling. 

 

Details for the V-McMD method 

Here we describe the methodology for the V-McMD method. More details are given in the paper 
(Higo et al., J Chem Phys ���138, 184106, 2013). In the pre-V-McMD stage, temperature T 
decreased as 629 K, 559 K, 503 K, 457 K, 419 K, 387 K, 359 K, 335 K, 315 K, and 296 K, 

where the inversed temperature T −1  was changed with the same interval: ΔT −1 = 0.2 . The 
pre-V-McMD stage covered an energy range of [–102300.0 kcal/mol, –69300.0 kcal/mol]. This 
energy range is called the entire energy range. 

 In the V-McMD stage, the entire energy range was divided into some energy zones 
(see Table S1), whose energy ranges are listed in Table S2. The number of energy partitioning 
decreased as proceeding with the V-McMD iterations in accordance with the original V-McMD 
method. The introduction of the zones is rationalized theoretically assuming that a virtual system 
interacts with the molecular system to be studied. Each of zones is assigned to a discrete state 
(i.e., the virtual state) of the virtual system. 
    In a V-McMD run, the molecular system confined in a virtual state (i.e., a zone) for a given 
period of simulation, and the molecular system moves to another virtual state at the end of the 
period. The virtual-state move is achieved with satisfying the detailed balance condition. An 
advantage of the V-McMD algorithm is: one can control arbitrarily the inter-virtual-state 
transition probability by setting the density of states for the virtual system.  
    A benefit of multicanonical sampling is that a canonical energy distribution at 300 K is 
derived from the sampling:P(E,T )  where E is the energy of a conformation and T = 300 K. The 

production run of the V-McMD sampling produced an ensemble of conformations, which have 
various energies. One can construct a canonical conformational distribution by assigning the 
statistical weight to the sampled conformations: i.e., the statistical weight of a conformation, 
whose energy is E ' , is P(E ',T ) . Those weighted conformations are used for analyses. 
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Multicanonical force and energy distribution 
In the V-McMD simulation (Higo et al., J Chem Phys ���138, 184106, 2013), the force 𝒇!"(𝑟!) 
acting on the atom 𝑖 is given by 

 𝒇!" 𝑟! = 𝑅𝑇
𝑑ln 𝑛 𝐸

𝑑𝐸 𝒇(𝒓!) 
(S3) 

where 𝑅 is gas constant, 𝑇 is temperature, and 𝒇(𝒓!) is force acting on atom 𝑖 based on the  
potential energy 𝐸. 𝑛(𝐸) is the density of states of the system, which we do not know a priori. 
In the actual process of McMD, instead of the 𝑛(𝐸), we obtain 𝑑ln 𝑛(𝐸) /𝑑𝐸  by the iterative 
simulations described above. We plotted 𝑑ln 𝑛(𝐸) /𝑑𝐸 obtained in the current work against 𝐸 
in Fig. S5. 
 
    If we accurately estimate 𝑑ln 𝑛(𝐸) /𝑑𝐸 and perform AA simulation using 𝒇!"(𝑟!) in eq. 
S3 instead of 𝒇(𝒓!), ideally, we obtain a flat distribution of the potential energy (i.e., 𝑃(𝐸) ≈
𝑐𝑜𝑛𝑠𝑡). Therefore, the flat distribution of the potential energy indicates the accurate estimation 
of 𝑑ln 𝑛(𝐸) /𝑑𝐸. We plotted the distribution of the potential energy in Fig. S6. From this figure, 
we can see fairly good flatness, showing the accurate estimation of 𝑑ln 𝑛(𝐸) /𝑑𝐸 and efficient 
conformational sampling. From this 𝑑ln 𝑛(𝐸) /𝑑𝐸,  we can obtain canonical energy 
distributions 𝑃!(𝐸,𝑇) , at an arbitral temperature 𝑇  as 𝑃!(𝐸,𝑇) ∝ 𝑛(𝐸)𝑒𝑥𝑝 −𝐸/𝑅𝑇 . We 
plotted the canonical energy distributions at 300 K and at 700 K in Fig. S6.  
 
Coarse-grained simulation of p53 linker region 
As a starting point of development of a new CG model, we began with a concise CG model that 
we developed previously (Terakawa et al., Biophys J, 101:1450, 2011). This model does not take 
into account long-range contacts. The potential energy function of that model is 

 𝑉! = 𝑉!"#!!"#  !"#$%!$ = 𝑉!"#$ + 𝑉!"#$% + 𝑉!"! + 𝑉!" (S3) 

where 𝑉!"#$ , 𝑉!"! , and 𝑉!"  are the bond stretching term, the electrostatics term, and the 
excluded volume effect term, respectively. 𝑉!"#$ is the potential energy for bond stretching and 
is defined as 

 𝑉!"#$ = 𝑘! 𝑟!" − 𝑏
! (S4) 

where parameters were set as 𝑘! = 110.4 (kcal/mol∙Å2) and 𝑏 = 3.8 (Å). 𝑟!" is the length of 
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the virtual bond. 𝑉!"#$% is the potential energy for two kinds of angles and is defined as 

 𝑉!"#$% = −𝑘!𝑇ln
𝑃 𝜃
sin𝜃 − 𝑘!𝑇ln𝑃(𝜂) 

(S5) 

where 𝜃  (𝜂) were virtual bond (dihedral) angles that were defined by the coordinates of three 
(four) consecutive CG particles. 𝑃 𝜃  (𝑃 𝜂 ) was the probability distribution of 𝜃  (𝜂) in loop 
regions of PDB structures. 𝑉!"! is the potential energy for electrostatics and is defined as 

 𝑉!"! =
𝑞!𝑞!

4𝜋𝜖!𝜖!𝑟!"!!!

exp   −
𝑟!"
𝜅!

 (S6) 

where 𝑞! is charge (charge is set as +1 for Lys, Arg, and His and -1 for Asp and Glu), 𝜖! is the 
dielectric constant of vacuum, 𝜖!   = 78.0 is the dielectric constant, and 𝜅! is the Debye length 
defined as 

 
𝜅! =

𝜖!𝜖!𝑘!𝑇
2𝑁!𝑒!𝐼

!
!
 

(S7) 

where 𝑘! is the Boltzmann constant, T = 300.0 (K) is temperature, 𝑁! is Avogadro number, 𝑒 
is the elementary electric charge, and 𝐼 is the ionic strength. The conformation of the IDRs 
changes dynamically. Accordingly, it is supposed that the protonation state of histidines 
continually changes. Ideally, it is desired to calculate pKa of the histidine in each MD time step 
calculation to decide the protonation state of histidines. However, the pKa calculation method is 
not established for CG protein model. Thus, in the current work, we performed the AA and CG 
MD simulation based on the assumption that histidine is always protonated. 𝑉!" is the excluded 
volume potential and is defined as 

 𝑉!" = 𝜖!"
𝐶
𝑟!"

!"!"!!!"#$%&

!!!!!

 (S8) 

where 𝜖!" = 0.2 (kcal/mol) and 𝐶 = 4.0 (Å) are constant parameters.��� This model reproduced 
the SAXS profile of the p53 N-terminal IDR whose conformational ensemble did not have 
extensive long-range contacts. However, the direct application to the system with fractional 
long-range contacts fails to reproduce the SAXS profile, as is shown below. 
     
    We used CafeMol 2.0 (Kenzaki et al., J Chem Theory Comput, 7:1979, 2011) for all the CG 
MD simulations in this work. Production runs for the CG simulations were performed by 
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Langevin dynamics for 108 MD steps with friction coefficient of 0.02 and with temperature of 
300 K. 
 
Coarse-grained simulation of two core domains 
Experimentally, it has been revealed that two p53 core domains form a loose dimer with the 
dissociation constant of 2 mM at 100 mM monovalent ion (Rippin et al., J Mol Biol, 319:351, 
2002). Using NMR spectroscopy, Tidow et al. revealed that transient interaction between core 
domains in solution involved the same interface as that observed in the crystal structure of the 
core domain–DNA complex (Tidow et al., Proc Natl Acad Sci USA, 104:12324, 2007). To model 
this inter-core-domain interaction so that the dissociation constant was essentially the same as 
that measured in the previous experiment, we performed the CG MD simulation of the system 
containing the two core domains (Fig. S1A). The initial coordinate of the core domain was taken 
from the X-ray crystal structure (Natan et al., J Mol Biol, 409:358, 2011) (PDB ID: 2XWR). We 
put two core domains into a sphere with the diameter of 50 Å. We used the 
one-bead-per-one-amino-acid CG model. We adopted recently developed state of the art Go-like 
AICG2 model (Li et al., Proc Natl Acad Sci USA, 109:17789, 2012) for the intra-molecular 
potential energy function that stabilizes the native structure (Natan et al., J Mol Biol, 409:358, 
2011) (PDB ID: 2XWR). The inter-core-domain potential energy function was defined as 

 

𝑉!"#$%_!"#$ = 𝑉!"! + 𝑉!"

+ 𝜖𝜖!" 5
𝑟!"!

𝑟!"

!"

− 6
𝑟!"!

𝑟!"

!"!"#$%&  !"#$%!$

!!!!!

 
(S9) 

where 𝑉!"! and 𝑉!" were electrostatics term and excluded volume effect term, respectively (see 
above for complete description of these terms. 𝑖 and 𝑗 run over the CG particle pairs that 
contacted in the experimentally indicated interface in the X-ray crystal structure in which the 
four core domains specifically bound to the recognition element (Chen et al., Structure, 18:246, 
2010) (PDB ID: 3KMD). We considered that two CG particles contacted if one of the heavy 
atoms represented by one CG particle was within 6.5 Å from that represented by the other 
particle. The 𝑟!"!  was the distance between two CG particles 𝑖 and 𝑗 in the native structure. 
The 𝜖!"s are the AICG2 model parameters (Li et al., Proc Natl Acad Sci USA, 109:17789, 2012). 
These parameters were tuned so that the fluctuation of isolated proteins was reproduced. Thus, 
there is no guarantee that these parameters reproduce the strength of inter-protein-interaction. 
 7 



The 𝜖!"s were the AICG2 model parameters (Li et al., Proc Natl Acad Sci USA, 109:17789, 
2012) calibrated for intra-molecular interaction. Accordingly, to reproduce the dissociation 

constant, we scaled the inter-molecular native contact interaction by an additional factor 𝜖. The 
ion strength was set to the same value as that of the experiment (100 mM) (Rippin et al., J Mol 

Biol, 319:351, 2002). The 𝜖 in the equation above was varied from 0.1 to 1.0 with a step of 0.1 
and from 0.6 to 0.7 with a step of 0.01. 
    Each production run was performed by Langevin dynamics for 109 MD steps with friction 
(damping) coefficient of 0.02 and with temperature of 300 K. For time integration, we used a 
simple algorithm developed by Honneycutt and Thirumalai (Honeycutt and Thirumalai, 
Biopolymers, 32:695, 1992) to solve an approximated Langevin equation. More sophisticated 
algorithm was proposed by Paterlini and Ferguson (Paterlini and Ferguson, Chemical Physics, 
236:243, 1998) to solve the generalized Langevin equation. The integration time step was 0.1. 
The friction force was uniformly and independently applied to all the CG beads. 
    In Fig. S1B, we illustrate a time trajectory of the Q-score of inter-molecular contacts in the 

case where the 𝜖 is set to 0.65. The Q-score represents the ratio of the transiently formed 
contacts to the contacts formed in the reference crystal structure (Chen et al., Structure, 18:246, 
2010). With this interaction strength, the core domains repeatedly associate (Q-score is around 
1.0) and dissociate (Q-score is around 0.0) each other.��� The probability distribution of the 
interaction energy, shown in Fig. S1C, is composed of a broad peak around -13.0 kcal/mol and a 
sharp peak around 0.0 kcal/mol, which correspond to the bound and unbound states, respectively. 
This bimodal distribution allows us to set a threshold (-3.0 kcal/mol) between these two states 
and to calculate the fraction of the bound state (𝑓!) (Ganguly et al., Proteins, 79:1251, 2011; 
Okazaki et al., J Am Chem Soc, 134:8918, 2012). Using this 𝑓!, we can estimate the 𝐾! by the 
equation, 

 𝐾! =
2𝐶(1− 𝑓!)!

𝑓!
 (S10) 

where 𝐶 is the concentration of the core domains (6.3 mM based on the radius of the sphere). 
We plot the calculated 𝐾!s against the 𝜖s in Fig. S1D. From this figure, we can see that, when 
the 𝜖 is set to 0.65, the order of magnitude of the dissociation constant agrees with the 
experimentally measured dissociation constant (red horizontal line in Fig. S1D). Therefore, we 
utilized the potential energy function 𝑉!"#$%_!"#$  (eq. S9) with the 𝜖  of 0.65 for 
inter-core-domain interaction in all the simulations described below. 
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Table S1. Virtual state setting and simulation length. 
Iteration No. Number of virtual states Simulation length (×106 steps)a 

#1-5 7 1.0 

#6 7 1.2 

#7-8 7 1.4 

#9 5 2.0 

#10-11 4 2.0 

#12 4 2.4 
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#13-15 4 2.6 

#16b 4 12.0 

aSimulation length (number of MD steps) for each of 128 runs. 

bThe sixteenth simulation is the production run. 

 
 
 

Table S2. Energy zone for virtual states. 
Iteration No. Energy zonea 

#1-8 
[0.0, 0.25], [0.125, 0.375], [0.25, 0.5], [0.375, 0.625], [0.5, 0.75], 

[0.625, 0.875], [0.75, 1.0] 

#9 [0.0, 0.15], [0.075, 0.27], [0.15, 0.39], [0.27, 0.58], [0.39, 1.0] 

#10-16 [0.0, 0.125], [0.0625, 0.25], [0.125, 0.5], [0.25,1.0] 

aEnergy zone [𝐸!!"# ,𝐸!
!"] for the i-th virtual state is given in a normalized form as [𝜆!!"# , 𝜆!

!"], where 𝐸!!"# = 𝜆!!"#Δ𝐸 + 𝐸!"#  and 𝐸!
!" =

𝜆!
!"Δ𝐸 + 𝐸!"# . The quantity Δ𝐸 is the width for the entire energy range: Δ𝐸 = 𝐸!" − 𝐸!"# , where 𝐸!" and 𝐸!"#  are the upper and lower 

value for the entire energy range: 𝐸!"# ,𝐸!" = [−102300  kcal/mol, 69300  kcal/mol]. 

 
 
 
 
 
 

 
 

Table S3. Prominent contact in all atom simulation of linker region 
 

Rank Residue 1 Residue 2 Prob.  Rank Residue 1 Residue 2 Prob. 

1 ASN23 SER27 0.978047  26 PRO13 GLN30 0.565987 

2 ASN24 SER28 0.953985  27 GLY6 TYR40 0.565547 

3 PRO22 SER27 0.715654  28 GLY6 GLU39 0.565313 

4 LEU21 SER26 0.645219  29 LYS4 ASP37 0.561774 

5 ASN23 SER28 0.630158  30 LYS4 LEU36 0.561774 
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6 SER16 ALA20 0.610774  31 LYS4 PRO35 0.561774 

7 THR17 LEU21 0.610753  32 LYS5 GLU39 0.561083 

8 LYS34 GLY38 0.607818  33 PRO13 THR17 0.560192 

9 LEU12 SER16 0.601879  34 LEU2 LEU36 0.553724 

10 GLY15 ARG19 0.601842  35 LYS5 ASP37 0.550361 

11 LEU12 THR17 0.600647  36 ASN24 PRO29 0.542103 

12 LYS5 GLY38 0.596418  37 GLU7 PRO35 0.538107 

13 PRO14 LYS18 0.592074  38 HIS10 GLN30 0.537345 

14 GLY6 GLY38 0.583776  39 GLU7 TYR40 0.534104 

15 GLY6 SER28 0.583504  40 LEU2 PRO35 0.533431 

16 THR17 PRO22 0.581628  41 SER27 PRO31 0.526967 

17 LYS18 PRO22 0.568143  42 THR17 SER27 0.518567 

18 HIS10 PRO31 0.566331  43 HIS10 LYS32 0.518497 

19 LYS18 ASN23 0.566127  44 PRO8 ASP37 0.503605 

20 PRO13 PRO29 0.566097  45 GLY6 ASP37 0.503605 

21 GLY6 PRO35 0.566007  46 GLU7 ASP37 0.503589 

22 GLY6 LYS34 0.566007  47 LYS5 SER27 0.490885 

23 LYS5 PRO35 0.566007  48 PRO8 GLY38 0.488531 

24 ARG3 PRO35 0.566007  49 ARG3 LYS34 0.479736 

25 ARG3 LEU36 0.566004  50 GLY6 LEU36 0.479611 
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Fig. S1 The determination of the parameters of the inter-core-domain interaction. (A) The initial 

structure of the coarse-grained simulation for the determination of the ε in eq. 4. (B) The time 
trajectory of the inter-core-domain Q-score (Time is not physical time, but reduced time, i.e. time 
step of MD simulation). Q-score represents the ratio of the transiently formed contacts to the 
natively formed contacts. Natively formed contacts are defined using the X-ray crystal structure 
in which four core domains bind to its specific DNA (60) (PDB ID: 3KMD). (C) Probability 
distribution of the inter-core-domain interaction energy. (D) The inter-core-domain dissociation 

constant versus ε. The red line represents the experimentally measured value (2 mM) 
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Fig. S2 Ahelical propensity (the population of structures with a helical structure) for each 
residue calculated from the obtained atomistic conformational ensemble (red) and 
estimated from only the amino acid sequence using the AGADIR (grey). 
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Fig. S3 The probability distributions of the distance between the nitrogen atom of 
LYS 292 and the oxygen atom of ASP 324 (Green) and between the nitrogen atom of 
LYS 292 and the oxygen atom of GLU 326 (purple). (Inset) The representative 
structures of the largest cluster. The blue (red) sphere represents Cα atoms of the 
positively (negatively) charged residues. The green (purple) line is depicted between 
the nitrogen atom of LYS 292 and the oxygen atom of ASP 324 (GLU 326). 
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Fig. S4 Root mean square deviation of each snapshot in the representative AA V-McMD 
simulation. The reference structure is the initial structure of each production simulation.  
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Fig. S5 The horizontal axis represents potential energy and the vertical axis 
represents the 𝑑ln 𝑛 (𝐸)./𝑑𝐸 in eq. S3 
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Fig. S6 Energy distributions in log scale. Each colored line represents the energy 
distribution in each virtual state (v1, v2, v3, and v4 ). Black solid and dashed line 
represent the canonical energy distributions 𝑃!(𝐸,𝑇)  at 300 K and at 700 K, 
respectively. 
 


	Multi-scale Ensemble Modeling of Modular Proteins with Intrinsically Disordered Linker Regions: Application to p53
	Introduction
	Methods
	Multiscale method for intrinsically disordered region
	All-atom simulation of p53 linker region
	Coarse-grained simulation of p53 linker region
	Coarse-grained simulation of two core domains
	Construction of coarse-grained conformational ensemble of CTetD

	Results and Discussions
	All-atom simulation of p53 linker region
	Determination of parameters of coarse-grained linker model
	Validation of parameters of the coarse-grained model
	Intercore-domain interaction in CTetD

	Conclusion
	Supporting Material
	References


