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Supplementary Information

Formamide Dissociation Profiles for Model Development. To build a dataset
of perfect-match formamide dissociation profiles for model development, 36 formamide
curves from a previous study (1) were directly used and 70 others were added by
determining the formamide series of probes designed and tested for accessibility of
target molecules in other studies (2, 3) (see Table S1 for the full list). Of the additional
probes, 2 probes targeted Escherichia coli and 68 targeted one of four organisms studied
in Okten et al. (3). Probe-conferred brightness was calculated using the mode of
smoothed fluorescence histograms for E. coli probes (1) and the mean of a best-fitted
normal distribution for others (3). The minor difference between the intensities
calculated with the two methods was ignored since all profiles were normalized before
curve-fitting.

Curve-fitting and Statistics. Previously established methods were used for
curve-fitting during model development (4). In brief, parameters in Table 52 were

obtained by best-fitting Equations S1 to S3 (see below) to normalized experimental



profiles using NLINFIT routine of MATLAB Statistics Toolbox. Before curve-fitting,
values that were less than 75% of the maximum signal intensity appearing at lower
formamide concentrations were removed from each profile to prevent the influence of
kinetic effects at low formamide conditions (4, 5). A specific y-factor was used for each
probe to align theoretical and experimental profiles on the vertical axis. Since this factor
does not change the shape or the horizontal position of the theoretical curves, it does
not affect curve-fitting, except for the loss of one degree of freedom for each probe’s
formamide profile, and is useful for minimizing the adverse effects of fluctuations due
to kinetic factors and experimental uncertainty at the plateau of formamide profiles, as
discussed in detail by Yilmaz et al. (4).

Updated mechanistic model of FISH. Mathematical modeling of FISH aims to
predict hybridization efficiency, which is the ratio of probe-bound rRNA molecules
([PR]) to total rRNA ([R]o) at equilibrium. This term is thermodynamically related to an
overall equilibrium constant (Kowera) by Eq. S1, where [P]o represents the molar
concentration of probe used (5). The overall equilibrium constant is further defined as a
function of three Gibbs free energy changes (AG; i=1,2,3) representing the reactions for
probe-target duplex formation, probe folding, and target folding, respectively. In
addition, a linear free energy model is used to describe each AG’ value as a function of
formamide concentration (1), thus giving the thermodynamic relationship in Eq. S2,

where R is the ideal gas law constant (1.99X10- kcal/mol K), and T is the hybridization



temperature, typically 319.15 K (i.e., 46°C). In this equation, free energy values
predicted for a hybridization buffer without formamide (AG0%; i=1,2,3) are linearly
adjusted to a given formamide concentration ([FA], typically expressed in percent by
volume) using parameters termed m-values (1, 6). Therefore, hybridization efficiency
can be obtained as a function of formamide using Eq. S1 and S2 with predicted free
energy values and known probe concentration. Further, hybridization efficiency can be
matched with experimentally obtained fluorescence intensity values using Eq. S3,
where v is a proportionality constant. Thus, model calibration depends on finding the
best m-values that maximize the agreement between experimental and theoretical

profiles of probe hybridization as a function of formamide concentration (1).
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The initial model of formamide dissociation was calibrated using 27 probes and
validated by 9 additional probes, all targeting E. coli (1). In this study, we expanded the
model training set to a total of 106 probes by using five different organisms: E. coli (38

probes), Rhodobacter sphaeroides (10 probes), Bacillus subtilis (19 probes), Saccharomyces



cerevisiae (19 probes), and Stenotrophomonas maltophilia (20 probes) (see full probe list in
Table S1). In the original study, m: and ms values (Eq. S2) were defined as linear
functions of probe length and AGs, respectively, and the coefficients in the definition of
these m-values were obtained by best-fitting the theoretical profiles to experimental
ones. The other m-value, m, did not affect the fits significantly, as AG®2 was a positive
or slightly negative value (i.e., probe self-complementarity was minimized), and
therefore, it was assumed to be a constant consistent with the thermodynamics of DNA
denaturation with formamide. The best-fitting m-values obtained with the new training
set of 106 probes are shown in Table S2 in the retrained mechanistic model (RMM)
column. The coefficients of m-value equations in RMM were similar to those in the
original model and remained within the 95% confidence intervals originally provided,
thereby validating the original model’s accuracy with additional organisms. Profiles
with the retrained model are provided in Figure S1.

We used two cross-validation tests to evaluate the actual predictive ability of our
models. The first test was named leave-one-probe-out cross-validation (LOPOCYV), and
derived the predictive error for a probe by leaving it out of the training set. In this case
the model training was performed with the remaining 105 probes, and the resulting
model (a slightly different version of the actual model best-fitted to all 106 probes) was
tested with the probe left out, which now served as an independent observation. The

second validation was similar except that all probes targeting one of the five organisms



were left out at once as the independent test set and the training was done with the
remaining four organisms. This test, termed leave-one-organism-out cross-validation
(LOOOCV), is more conservative since it leaves out a significant fraction of probes.
Three statistical parameters from cross validation were used for comparing the
predictive power of models. These are sum of squared errors (g?), coefficient of
determination (R?), and the average absolute deviation from the experimental melting
point (err([FA]m)), and they correspond to the parameters in curve fitting that are used
to assess the goodness of new fits (Table S2). In addition, CV offsets, defined as the
difference in melting point between best-fit and cross-validation curves (Fig. S2A),
provided a metric of model convergence, with small CV offsets reflecting better
convergence of the model to a robust set of best-fit parameters.

A comparison of RMM with the original model showed improvements in cross-
validation €2 and R? although the average error in the prediction of melting points was
higher. This indicated the new model is trained better to capture the shape of
experimental curves, while the ability to predict the melting points was slightly lowered
in return. Furthermore, large CV offsets indicated that RMM did not converge despite
the use of a large dataset with five organisms. Specifically, 42 probes had CV offsets
greater than 2% FA and 10 probes had CV offsets greater than 5% FA in LOOOCV.
Therefore, we searched for other modeling alternatives to reduce the uncertainty in

future predictions for other organisms, as described next.



A single-reaction model with a FISH-specific free energy definition for
improved predictions. In a recent study with DNA microarray probes (4), we
developed a highly predictive equilibrium formamide denaturation model by defining
specific nearest neighbor parameters for the prediction of duplex free energy (here,
AG1). The other free energy changes that are related to probe and target structure were
not included, and therefore, the simulation was driven by a single reaction. The
nearest-neighbor rules were obtained as additional modeling parameters by curve-
titting, and they presumably characterized the average thermodynamic contribution of
each nearest neighbor to all types of molecular interactions (probe-target, probe-probe,
and target-target) within a unified reaction. We therefore reasoned that a set of FISH-
specific rules that can capture formamide-driven nucleic acid interactions in FISH might
also be effective and developed the nearest-neighbor model in Table S2. This was
accomplished by first eliminating the terms for AG®z and AG" from Eq. 52 and then
deriving the formamide curves with AG® alone. In this case AG’: was defined by a new
set of best-fitted FISH-specific nearest neighbor parameters (Table S3). This model
outperformed RMM in all three statistics of curve-fitting as seen in Table S2. However,
the larger CV offsets indicated that this was not a converged model, and likely meant
the model was over-fitted by the addition of 17 parameters (Table S3).

To solve the over-parameterization problem, we exploited an observed linear

relationship (Figure S3) between fitted FISH-specific nearest neighbor free energies and



the original in solution DNA/RNA parameters (7) to develop the single-reaction model
(SRM) in Table S2. Instead of 17 nearest-neighbor parameters, SRM uses only two
parameters that linearly convert the predicted AG*;, calculated with in solution nearest
neighbor parameters, to a FISH-specific free energy change. This linear free energy
transformation in SRM (Table S2) results in SRM significantly reducing the magnitude
of the AG’1 value before its use in the simulation of formamide denaturation. In theory,
this reduction reflects an average free energy penalty added to take into account the
competition between duplex formation (DNA-RNA interactions) and target structure
(RNA-RNA interactions), which is no longer represented directly in the model because
of the elimination of AG®s.

The SRM model was slightly worse than the nearest-neighbor model in curve-
titting criteria (but better than RMM) due to the lower number of parameters, but it was
better in all aspects during cross-validation (Table S2). A particular strength of SRM is
that it is a converged model, as indicated by small CV offsets, with none of the probes
showing CV offsets greater than 2% FA in LOPOCV or greater than 5% FA in LOOOCV.
Furthermore, SRM is the best model in predicting the melting point, with the error
being less than 10% FA for the majority of probes (Fig. S2C), and it also captures the
slope of formamide profiles better than RMM (Figs. S1 and S2B). As a final attempt in
modeling, to determine whether the inclusion of AG% also in a linearly transformed

tashion would further improve predictions, we developed a double-reaction model



(Table S2). Since cross-validation tests showed no additional benefit of using this
model, we chose SRM as the new predictor of formamide dissociation profiles for
perfectly matched probes.

Using single-reaction model (SRM) as a predictor of mismatch stability. We
compared RMM and SRM as potential predictors of formamide melting points for
mismatched targets. Unlike with perfect-match duplexes, the available datasets are
insufficient to develop mature mathematical models of dissociation profiles for
mismatched hybrids due to the sheer number of different mismatch loops to be tested
for a good coverage of mismatch thermodynamics. Since mismatch stability is a
function of the internal loop created in the duplex structure and the adjacent base pairs
(8), there are 192 different permutations for single mismatches alone. This number rises
considerably when taking into account tandem mismatches, insertions, and deletions,
thus requiring hundreds of probes for deriving reliable thermodynamic parameters as
was recently done with DNA microarrays (4). For these reasons we sought a semi-
quantitative and conservative mismatch predictor for FISH.

Previously, we generated a FISH dataset of 35 probes with a single mismatch to
E. coli 16S rRNA by inserting different mismatches in 7 perfect-match parent probes (9).
This dataset was useful for systematically evaluating different predictors of mismatch
stability and for demonstrating that DNA/RNA mismatch effects could be

approximated by averaging DNA/DNA and RNA/RNA parameters for mismatch loops.



The effect of a mismatch in FISH was measured with a metric called A[FA]», which
describes the decrease in melting point upon the insertion of a mismatch (i.e., the
distance between formamide profiles of the perfect-match probe and the probe with a
mismatch). In this study, we used the same metric (reversed in sign to maintain
modeling convention (10)) and experimental dataset to evaluate the SRM and RMM
models. As shown in Figure 54, the correlations between theoretical and experimental
values were similar, with RMM giving slightly better predictions as indicated by a
higher R?. SRM also systematically underestimated the magnitude of A[FA]m (Fig. S4A).
This systematic reduction is apparently due to the lack of the free energy penalty for
unfolding the target structure (AG®s), which is used by RMM but not SRM (Table S2).
Considering RMM and SRM’s comparable performance with the mismatched dataset,
we selected SRM as the predictor for mismatched non-targets to take advantage of its
substantially faster computation, because it does not require calculation of AG®s.

The previously recommended mismatch predictor for FISH was AAG°1, which
represents the difference in AG°: caused by mismatches (9). Consistently, the predictor
in this study, A[FA]msry, is a function of only AAG®: and probe length as input variables,
and it has a better correlation with data (R? = 0.64; Figure S4A) than AAG®: alone (R? =
0.59; (9)). In addition, AAG®: can capture the effect of complex mismatched
conformations since it takes an average of extensively studied mismatch motifs in

DNA/DNA and RNA/RNA duplexes. For instance, the effect of insertions and



deletions (indels) and tandem mismatches are readily calculated with this approach. In
practice, an observed A[FA]n of less than -20% (i.e., more negative) shows strong
destabilizing effects that make non-targets differentiable from targets by adjusting the
stringency of the hybridization buffer (9). An observed A[FA]m of -20% is
approximately equivalent to a predicted value (A[FA]msrm) of -10% based on the trend
line in Figure S4A. Accordingly, we defined qualitative thresholds based on non-target
A[FA]msrum as follows: Non-targets can be considered at very high risk of hybridization
if A[FA]msrm > -5%, high risk if A[FA]msrm is between -10% and -5%, moderate risk if
A[FA]msrm is between -15% and -10%, low risk if A[FA]msrm is between -20% and -15%,
and no risk if A[FA]msrum is below -20%.

Dual probe use to increase specificity and confidence level in target
identification. A strategy systematically evaluated in this study was the use of two
probes targeting the same organism as a means to increase specificity and minimize
false-positive hybridizations. In principle, two probes with different labels can be
simultaneously employed to identify target organisms based on double positive
(overlapping) signal. The confidence in identification depends on the level of predictive
errors of dissociation curves during design as well as the success in the minimization of
the number of potential false positives (non-targets) for both probes. The latter is
systematically handled in our approach by an algorithm that nearly exhaustively

searches the space of known non-targets. Thus, unless predictions of melting points for
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both probes are off by a large margin, double positive results can be taken with a
reasonable level of confidence. To statistically evaluate the accuracy of model
predictions we derived a probability density function that defines expected predictive
errors for the melting point of perfect matches. For this, we used LOOOCYV results from
model fits to conservatively estimate errors in organisms not included in the training
sets and fitted a normal distribution on predictive errors of melting points
(err[FA]mM0°°¢V) as shown in Figure S5. From this distribution it follows that there is a
71% chance that, using our hybridization model, the prediction for a probe is within
10% FA of the actual melting point, and therefore, the likelihood of two probes being
predicted with less than 10% FA error is 50% (0.71 x 0.71 ~ 0.50) assuming that
prediction error is independent from probe-to-probe.

The actual position of the predicted probe dissociation curves with respect to
experimental observations can be obtained by hybridizing each probe with a pure
culture or a mixed community sample, assuming that the community includes the
target. Based on the above statistics, we expect to see the experimental dissociation
profiles of both probes to be within 10% FA of the predicted curves half of the time. In
such cases the user can identify the target organism based on double positives with
high confidence. The statistical analysis also indicates that in an additional 22% of
cases, at least one of the two probes will be underestimating the experimental melting

point by more than 10% FA (err[FA]m <-10%; the other probe will either be within 10%
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of prediction or also underestimate the melting point). Since an experimental profile
located to the right of a theoretical profile (i.e., underestimated) is unlikely to be coming
from a mismatch, these cases can also provide a reasonable level of confidence for the
double positives provided that each probe is hybridized at a formamide concentration
close to but less than its melting point. Therefore, in more than two thirds of all cases
we expect the users to identify target organisms from double positives with reasonable
confidence, without a need for experimental optimization with pure cultures or clones.
This is a significant departure from the traditional approach of designing a single probe
without mathematical modeling, where confidence is never high without optimization
with pure cultures or clones.

It should be noted that in about a third of the above-defined good confidence
cases, we expect the dissociation profiles of the two probes to be more than 10% FA
distant from each other (e.g., when the actual melting point of one probe is 5% to the
right of the design FA concentration and the other 10% to the left; probe-to-probe
distance was evaluated based on one million random pairs of probes picked from the
distribution in Figure S5). In such cases, successive hybridizations with two different
formamide concentrations (close to the melting point of each probe) will be necessary to
obtain double positives with an accurate identification of the target (11).

Detailed description of probe design algorithm. The probe design process

(Figure S6) begins with a set of alighed RNA sequences arranged into target and non-
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target groups, which are user defined and at any taxonomic level. Here we describe the
design algorithm using the example of genus-specific probes designed in this study,
which used the complete RDP (10.30) database (12) of 2,459,684 bacterial and archaeal
16S rRNA gene sequences. The sequences were classified into 1,943 named genera,
screened for chimeras using DECIPHER (13), and then used to form sets of tiled k-mers
(27 nucleotides long) from all of the sequences belonging to each genus. These k-mers
are overlapping with only one nucleotide separation between the start of adjacent k-
mers. The frequency of the k-mer sequences at each site is determined by the fraction of
each k-mer permutation in each target site position. The most abundant k-mers are
recorded to reach at least 90% coverage of each target group. Use of the most abundant
90% of potential target sites minimizes the possibility of designing probes for spurious
sequences (i.e., undetected chimeras and sequencing errors) at the expense of possibly
neglecting minor real sequence variations. For the genus-level design described in this
study, unclassified groups were neglected, as they are not necessarily phylogenetically
coherent.

Once the initial k-mer set is created, additional constraints are implemented to
improve the quality of the set to be used for probe design. For the probes designed in
this study, sites in the sequence alignment were excluded from consideration if they
required more than 4 permutations to represent at least 90% of the target group. Such

sites represent variable regions of a sequence in which FISH probes could not provide
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adequate coverage of the group. Target sites were also eliminated if they were not
included in at least 20% of the sequences in the group or were not located between E.
coli positions 27 and 1,406 in the sequence alignment. These constraints were intended
to ensure a holistic representation of sequence diversity within the target group since
many sequences in the RDP database do not span the complete alignment.

For each of the remaining k-mers, probe design begins by estimating the
required probe length at each k-mer location. Starting with a probe of 17 nucleotides in
length and extending the 3'-end base-by-base, the optimal probe length is chosen such
that all probe permutations representing a site are predicted with the single-reaction
model (SRM) to be above a user-defined hybridization efficiency (HE; default 0.5) at the
user-specified formamide concentration [FA] (default 35% FA). Potential probes are
excluded if they cannot be represented by a single consensus sequence. This is a
practical constraint that minimizes the cost incurred in the synthesis of multiple probes
per target site and also effectively excludes insertions or deletions in target sites.

Four additional constraints are applied to the set of potential probes based on
predictions of the recalibrated mechanistic model (RMM). These checks are intended to
ensure accessibility of the target site in the RNA and applicability of the new model
based on similarity to the probes used in its training set. First, the predicted [FA]n must
be less than 70% FA to prevent users from attempting to design probes with overly

large affinity that are not well represented in the training set. Second, the [FA]m
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predicted by both models must be within 15% for consistency. Third, the free energy of
probe folding (AG°2) must be greater than -3 kcal/mol to ensure that this side reaction
does not dominate the hybridization. Finally, AGveran must always be less than -10
kcal/mol (5) to ensure that [FA]m is calculable (i.e., > 0) using RMM. In practice, these
additional constraints eliminate around 10% of potential probes pre-selected with SRM.
Computational efficiency was a consideration in the implementation of the RMM
checks. The most time consuming step in RMM is the determination of the stability of
intramolecular secondary RNA-RNA interactions within the target molecule (AG®s),
which strongly influence target site accessibility (5). AG®s is calculated by taking the
difference in free energy between two simulated foldings of the target domain using
UNAFold (14), once with the target site prohibited from base pairing and again with the
target site allowed to base pair. To circumvent the computational inefficiency
associated with applying RMM to thousands of different sequences in a group, a single
unambiguous consensus sequence that represents the most common permutation in
each target site is created. To generate this consensus sequence the most abundant k-
mers are concatenated into a single sequence that is used for AG®s calculations. In the
case of multiple probe permutations per target site, the k-mer representing the target
site is replaced to match the target permutation, and an additional RMM calculation is

required for each target site. This process allows the target site to reflect every potential
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target permutation while the rest of the sequence reflects the majority consensus of the
group.

A statistical analysis of this approach indicated only a small difference in the
AG®s calculations (standard deviation of 1.6 kcal/mol) between the k-mer derived
consensus sequence and real sequences when groups were defined at the genus level.
The difference increases when groups are defined at higher taxonomic levels, reaching
standard deviations of up to 2.7 kcal/mol at the phylum level. Thus, the k-mer derived
consensus approach afforded the needed computational efficiency with reasonable
accuracy, but higher errors are expected as the sequences in a group become more
diverse. Importantly, the difference between the AG®s of individual sequences in the
group and their group’s consensus sequence was very small. The median AG®s of
individual sequences was on average 1.0 kcal/mol less than that calculated using the
consensus approach at the phylum level, while there was no difference at the genus
level. Hence there is little practical difference between using the consensus approach
and the median of all sequences in the group, except that the consensus approach only
requires a single calculation. In order to maintain a high computational efficiency the
algorithm only uses the consensus sequence approach in the calculation of AG° when
checking constraints with RMM.

After all candidate probes are identified based on the perfect match

hybridizations to the target group and the constraints described above, their potential
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for cross-hybridization with non-target groups is evaluated. This evaluation uses the
difference in melting point created by the presence of mismatches, as estimated with
SRM (A[FA]msrm). The program calculates A[FA]msrum for all probe permutations with
each non-target k-mer at the same position in the sequence alignment, and determines
the non-target site with the least difference in melt points. All non-target groups with
A[FA]msrm > -20% are recorded as having the potential to cross-hybridize, and included
in a specificity score calculation (Eq. S4), which penalizes the number of potential false

positives (1) as well as the degree of cross-hybridization (A[FA]msrm).

n
specificity score = Z(—O.Z — 1.28FAlm.srm) (54)

i=1

The specificity score for a probe without any potential cross-hybridization is
zero, and a worse probe will have a more negative specificity score. For example, a
non-target predicted to cross-hybridize with a A[FA]msrm of -20% would decrease the
specificity score by 0.23, whereas a non-target with a A[FA]msrm of 0% would decrease
the specificity score by 1.20. In this way, non-targets with a very high chance of cross-
hybridizing lower the specificity score by about 5-times more than that of non-targets
with a low chance of being false positives. It is worth noting that A[FA]msrm is recorded
for each non-target relative to the probe permutation with lowest [FA]msrm predicted for
the target group, as this permutation limits the concentration of formamide that can be

used in the hybridization buffer. For this reason non-targets sometimes have predicted
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A[FA]msrm that are positive, but these are treated as equivalent to 0% in the context of
Eq. $4.

The algorithm's output for a FISH probe design is a list of candidate probes
ranked by the specificity score. Probes with a score of 0 are ideal designs, without
potential cross-hybridizations to any of the non-target groups. For probes with
identical specificity scores, the ranking gives preference to those with the lowest
number of permutations. The output also provides information on which non-target
groups are predicted to have cross hybridizations, so the user can analyze these
predictions in order to decide how to proceed with the designed probes. Non-target
sites are provided so that the user knows what sequences to target with competitor
oligonucleotide probes, if desired.

When the top-scoring probe has a specificity score that signals insufficient
specificity, users can select the dual probe approach. In this case, two probes targeting
the same group and labeled with different fluorophores would be used, and only the
overlap in signal from both probes would constitute a positive identification. When
designing dual probes, the algorithm completes an exhaustive search through all
combinations of two probes and calculates the specificity score (Eq. 54) by using the
minimum A[FA]msrm of the two probes. In addition, each of the two probes must be
separated by at least 50 nucleotides to mitigate any potential influence of one probe

over the hybridization of the second probe. Similar to the one probe design, the ranking
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of probes also favors probe sets with the least number of permutations when multiple
sets have the same specificity score.
Demonstration of Dual Probe Design

The main text describes an example of dual probe design to detect Xenorhadbus
nematophila. This example used the design output for dual probes (Figure S7), which
resulted in fewer predicted cross-hybridizations than the single probe design (Figure
S8).
Analysis of 16S rRNA Probes in probeBase

The main text presents a thermodynamics-based analysis of probes catalogued in
probeBase (15). In this analysis, we identified probes that were originally designed to
target a specific taxonomic group, but for which our re-evaluation of these probes
showed that they had low or moderate coverage of their intended target group (Table
S4). In addition, we also identified probes that had low specificity to their intended
target group (Table S5). A graphical representation of specificity for probes in
probeBase was also constructed (Figure S9). Finally, when applying our probe design
approach to the design of phylum-level probes, four designs resulted in probes similar
to existing phylum-level probes (Table S6).
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Table S1. Probes used in modeling.

Target site position®

AG° values at 46°C

Probe®’ 5'end 3'end Sequence (5’-3’) AG® AG°% AG° AG°%ueran [FAlmobs’ Ref®
E86-109 86 109 TCCGCCACTCGTCAGCAAAGAAGC 274 0.2 -13.0 -14.1 42.6 C
E151-170 151 170 AGCTACCGTTTCCAGTAGTT -22.2 041 -84 -13.4 33.6 A
Eco 181 181 198 CTTTGGTCTTGCGACGTT -19.0 0.3 -4.2 -14.5 24 .4 D
Eco 316 316 333 ACCGTGTCTCAGTTCCAG -209 20 -5.8 -15.1 36.9 D
E392-410 392 410 CATACACGCGGCATGGCTG -21.3 04 4.5 -16.5 37.8 C
Eco 440 440 456 TCCCTTCCTCCCCGCTG -26.2 4.6 -11.2 -15.0 60.0 D
Eco 541 541 558 CCGATTAACGCTTGCACC -19.0 0.0 2.2 -16.3 39.7 D
E615-634 615 634 GCAGTTCCCAGGTTGAGCCC -27.8 0.2 -124 -15.1 47.7 C
E674-693 674 693 CACCGCTACACCTGGAATTC -21.3 041 -7.3 -13.6 41.2 C
E774-792 774 792 TCTAATCCTGTTTGCTCCC 215 13 -6.5 -14.9 24.0 C
E839-859 839 859 CCGGAAGCCACGCCTCAAGGG -26.9 0.2 -11.8 -14.8 394 C
E886-901 886 901 TTGCGGCCGTACTCCC -21.8 1.6 -7.3 -14.5 39.6 A
E958-980 958 980 GGTTCTTCGCGTTGCATCGAATT 245 0.0 -6.2 -17.9 52.4 C
Eco 1042 1042 1059 GCCATGCAGCACCTGTCT -23.7 04 9.7 -13.7 31.1 D
E1088-1107 1088 1107 GCTCGTTGCGGGACTTAACC -229 -0.1 -7.0 -15.4 33.7 C
E1136-1152 1136 1152 TTTGAGTTCCCGGCCGG 219 07 -6.3 -15.4 35.8 C
E1218-1234 1218 1234 GCACGTGTGTAGCCCTG -21.3 0.5 -7.0 -14.1 27.7 C
E1270-1291 1270 1291 ACTTTATGAGGTCCGCTTGCTC -246 04 -3.5 -20.8 46.7 B
E1336-1356 1336 1356 CCACGATTACTAGCGATTCCG 214 041 4.4 -16.6 26.9 C
Eco 1410 1410 1427 GCAACCCACTCCCATGGT -23.6 0.0 9.2 -14.0 554 D
Eco 1482 1482 1499 TACGACTTCACCCCAGTC -20.5 0.5 4.7 -15.6 31.6 D
E255-278 255 278 CGCCTAGGTGAGCCGTTACCCCAC -33.2 0.3 -12.4 -20.5 62.4 C
EUB338 338 355 GCTGCCTCCCGTAGGAGT -251 -1.6 9.2 -14.3 62.0 E
E1177-1201 1177 1201 TGACTTGACGTCATCCCCACCTTCC -31.6 -0.7 -7.8 -22.9 69.4 B
E1425-1449 1425 1449 GGTTAAGCTACCTACTTCTTTTGCA -25.7 0.6 -6.2 -19.3 30.7 C
E1449-1470 1449 1470 AGTGGTAAGCGCCCTCCCGAAG 279 0.2 -10.1 -17.5 42.3 C
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Table S1 cont.

Target site position®

AG° values at 46°C

Probe®’ 5'end 3'end Sequence (5’-3’) AG® AG°% AG° AG°%ueran [FAlmobs’ Ref®
E1457-1477 1457 1477 ATCACAAAGTGGTAAGCGCCC 219 0.3 -8.3 -13.3 23.4 C
E483-506 483 506 CCGGTGCTTCTTCTGCGGGTAACG -29.3 -0.2 -8.5 -20.3 63.5 C
E1416-1434 1416 1434 TTCTTTTGCAACCCACTCC 211 1.5 9.2 -11.8 31.5 C
E1471-1491 1471 1491 CACCCCAGTCATGAATCACAA -21.3 0.5 -7.6 -13.5 31.7 C
E1-25 1 25 GAGCCATGATCAAACTCTTCAATTT -21.8 1.0 -3.2 -18.5 40.7 C
E126-142 126 142 CCATCAGGCAGTTTCCC -21.2 0.8 -7.8 -13.2 13.6 C
E577-596 577 596 TTAACAAACCGCCTGCGTGC -21.2 0.2 -7.0 -13.9 31.7 C
E719-733 719 733 CGCCTTCGCCACCGG -21.3 0.3 -14 -19.5 354 C
E56-75 56 75 CTGTTACCGTTCGACTTGCA 215 1.8 -3.3 -18.2 37.0 C
E447-467 447 467 ATTAACTTTACTCCCTTCCTC 211 1.8 -6.7 -14.4 28.8 C
E818-838 818 838 CACAACCTCCAAGTCGACATC -21.0 13 -7.0 -13.9 33.2 C
E912-930 912 930 GCCCCCGTCAATTCATTTG -225 0.6 -7.3 -15.0 32.6 C
Sac13-34 13 34 ATATGACTACTGGCAGGATCAA -194 11 -5.3 -14.0 14.5 F
Sac109-135 109 135 ATAAACGATAACTGATTTAATGAGCCAT -19.7 1.1 -6.2 -13.4 21.9 F
Sac149-173 149 173 ATTAGCTCTAGAATTACCACAGTTATA -226 0.7 -7.8 -14.6 25.7 F
Sac231-247 231 247 AGTTGATAGGGCAGAAATT -15.0 1.8 0.0 -14.5 6.8 F
Sac311-326 311 326 CTCAGGCTCCCTCTCC -224 041 -8.1 -13.9 48.8 F
Sac358-378 358 378 AGGATTGGGTAATTTGCGCGC 221 07 -8.7 -13.2 259 F
Sac583-600 583 600 CCAACCGGGCCCAAAGTTCAAC -25.0 0.7 -11.5 -133 21.8 F
Sac720-741 720 741 CCTTGGCAAATGCTTTCGCAGTAG -25.3 -0.6 -11.0 -135 45.8 F
Sac804-825 804 825 TCGGCATAGTTTATGGTTAAGA -19.2 041 -3.9 -14.9 21.3 F
Sac844-859 844 859 AAGGTGCCGAGTGGGTCATTA -23.2 041 9.5 -13.3 46.9 F
Sac861-882 861 882 ACCCAAAGACTTTGATTTCTCG -19.7 -0.7 -5.3 -13.5 25.7 F
Sac938-954 938 954 CCGCAGGCTCCACTCCT 244 -0.3 9.3 -14.5 43.5 F
Sac966-983 966 983 TGAGTTTCCCCGTGTTGAG 215 1.2 -6.8 -14.6 24.7 F
Sac1108-1131 1108 1131 ACCACTATTTAGTAGGTTAAGGTCTC -246 -0.1 9.3 -14.8 24.3 F
Sac1154-1177 1154 1177 CATCGGCTTGAAACCGATAGTCCC -26.2 -2.9 94 -13.9 33.8 F
Sac1321-1347 1321 1347 CTAGGAATTCCTCGTTGAAGAGCAATA -242 -09 -8.9 -14.3 35.9 F
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Table S1 cont.

Target site position®

AG° values at 46°C

Probe®’ 5'end 3'end Sequence (5’-3’) AG® AG°% AG° AG°%ueran [FAlmobs’ Ref®
Sac1420-1448 1420 1448 AGATCCTGAGGCCTCACTAAGCCATTC -315 -1.2 -16.4 -13.8 545 F
Sac1446-1458 1446 1458 CTCCGCTCTGAGATGGAGTTGCCCCCT -37.8 -0.6 -23.0 -14.0 70.7 F
Sac1464-1485 1464 1485 CCTCTAAATGACCAAGTTTGTCC 222 07 -7.8 -14.2 37.3 F
Bc5-22 5 22 CCAGGATCAAACTCTCCG -18.1 0.9 -4.0 -14.0 221 F
Bc26-41 26 41 CGCCAGCGTTCGTCCT -21.8 0.6 -7.6 -14.0 12.2 F
Bc42-60 42 60 TTGCATGTATTAGGCACGC -19.0 -0.3 -4.3 -14.1 241 F
Bc52-72 52 72 TCCGCTCGACTTGCATGTA 214 07 -74 -13.8 29.6 F
Bc94-111 94 111 CGTCCGCCGCTAACATC -20.1 0.7 -6.1 -13.8 21.2 F
Bc110-127 110 127 CCACGTGTTACTCACCCG -21.3 -0.3 -6.8 -13.9 24.2 F
Bc365-387 365 387 AGACTTTCGTCCATTGCGGAAGA -236 -24 -7.8 -13.4 28.0 F
Bc519-532 519 532 TACCGCGGCTGCTG -174 0.0 -3.2 -13.8 9.1 F
Bc617-632 617 632 CCCTCCCCGGTTGAGC -239 0.6 -9.9 -13.8 50.6 F
Bc658-673 658 673 CACTCTCCTCTTCTGC -185 2.8 4.7 -13.8 32.6 F
Bc697-713 697 713 CTCCACATCTCTACGCA -18.5 0.0 4.4 -13.7 39.0 F
Bc704-721 704 721 TGGTGTTCCTCCACATCT 211 -0.1 -6.3 -14.3 42.0 F
Bc808-826 808 826 GCACTCATCGTTTACGGCG -20.8 0.0 -5.9 -14.5 26.7 F
Bc983-1000 983 1000 AGGATGTCAAGACCTGGT -18.2 0.3 -4.3 -13.6 25.8 F
Bc1038-1053 1038 1053 CACCACCTGTCACTCT -18.7 0.2 -4.8 -13.6 25.2 F
Bc1066-1088 1066 1088 CCAACATCTCACGACACGAGCTG -23.6 0.0 9.2 -14.0 31.0 F
Bc1147-1167 1147 1167 TCACCGGCAGTCACCTTAGAG 242 0.6 -10.4 -13.6 26.7 F
Bc1367-1387 1367 1387 CCCGGGAACGTATTCACCGCG 255 -1.0 -10.1 -14.3 31.5 F
Bc1454-1472 1454 1472 ACCTTCGGCGGCTGGCTCC 275 -0.3 -134 -135 45.0 F
Rh40-56 40 56 ATGTGTTAGGCCTGCCG -20.3 0.6 -5.5 -14.6 231 F
Rh122-138 122 138 AGGGCACGTTCCCACGC -225 -0.9 -74 -14.1 44.0 F
Rh389-406 389 406 CACGCGGCATGGCTAGAT -20.2 0.7 -54 -14.6 30.2 F
Rh678-703 678 703 CTACGAATTTCACCTCTACACTCGGA -254 04 -10.3 -14.8 41.9 F
Rh836-855 836 855 CACCGAACAGCATGCTGCC 221 -0.6 -6.3 -15.0 28.2 F
Rh883-897 883 897 GGCCGTACTCCCCAG -21.0 1.5 -6.9 -14.0 38.8 F
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Table S1 cont.

Target site position* AG° values at 46°C
Probe®’ 5'end 3'end Sequence (5’-3’) AG® AG°% AG° AG°%ueran [FAlmobs’ Ref®
Rh939-954 939 954 CCACATGCTCCACCGC -20.8 1.1 -6.2 -14.5 39.7 F
Rh1006-1029 1006 1029 ACTGAAGGAACCATCTCTGGAACC -23.1 1.2 -7.3 -14.5 28.4 F
Rh1292-1315 1292 1315 AGACCCCAATCCGAACTGAGACAG -249 0.5 -11.2 -13.5 20.9 F
Rh1354-1374 1354 1374 TCACCGCGTCATGCTGTTACG -23.7 -05 -8.6 -14.4 448 F
St87-105 87 105 CCACTCGCCACCCAGAGAG -245 -04 -9.7 -14.1 60.0 F
St106-122 106 122 TATTCCTCACCCGTCCG 211 3.3 -7.2 -13.9 47.4 F
St115-131 115 131 ATTCCGATGTATTCCTC -16.5 1.5 -1.7 -14.7 24.6 F
St146-165 146 165 AAGTTTCCCTACGTTATCCC -219 0.8 -7.4 -14.3 43.5 F
St178-195 178 195 TCACCCGTAGGTCGTATG -199 -0.8 -5.8 -13.1 44.6 F
St210-227 210 227 TCAATCGCGCAAGGTCCG -196 14 -6.1 -13.4 26.0 F
St282-302 282 302 CCTCTTAGACCAGCTACGGAT -23.2 0.0 -9.3 -13.5 28.7 F
St411-433 411 433 CTTTACAACCCGAAGGCCTTCTT -24.7 -0.7 -9.9 -13.9 301 F
St575-598 575 598 ACTTAAACGACCACCTACGCACGC -250 0.6 -10.6 -14.2 22.3 F
St796-813 796 813 AGGGCGTGGACTACCAGG -21.4  -01 -7.0 -13.9 40.9 F
St812-832 812 832 ATCCAGTTCGCATCGTTTAG -20.3 1.0 -6.9 -13.3 391 F
St865-884 865 884 AGGCGGCGAACTTAACGCGT -21.7 -0.9 -6.4 -14.3 21.6 F
St891-909 891 909 TTTCAGTCTTGCGACCGTA -20.2 0.0 -6.8 -13.0 36.6 F
St947-971 947 971 CGTTGCATCGAATTAAACCACATAC -205 0.6 -6.9 -13.4 28.4 F
St1105-1127 1105 1127 CAACTAAGGACAAGGGTTGCGCT -228 0.3 -8.0 -14.5 34.4 F
St1172-1187 1172 1187 CCCCACCTTCCTCCGG 242 14 -9.9 -14.2 63.8 F
St1309-1332 1309 1332 TCATGGAGTCGAGTTGCAGACTCC -26.7 -3.0 -10.2 -13.5 41.6 F
St1406-1426 1406 1426 CAACAAACTCCCATGGTGTGA -199 -0.3 -6.3 -13.0 34.5 F
St1453-1470 1453 1470 CGTGGCAAGCGCCCTCCC -26.8 -16 -101 -15.1 39.6 F
St1470-1487 1470 1487 CCAGTCATCGGCCACACC -23.0 0.6 -9.1 -13.7 44.3 F

“ Probe names indicate target organism and target site positioning. E and Eco, Escherichia coli; Sac, Saccharomyces cerevisiae; Bc, Bacillus
subtilis; Rh, Rhodobacter sphaeroides; St, Stenotrophomonas maltophilia.

" All E. coli probes were used in a previous modeling study (Yilmaz and Noguera, 2007) except for E1471-1491 and E1425-1449.
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“In E. coli numbering.
‘ Experimental melting point (see text).

‘ Reference study where the probe is originally published. A, Yilmaz and Noguera (1); B, Yilmaz and Noguera (5); C, Yilmaz et al.
(2); D, Fuchs et al. (16); E, Wallner et al. (17); F, Okten et al. (3).
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Table S2. Model development, comparison, and statistics”.

. . Retran?ed' Nearest Single-reaction Double-reaction
Original model mechanistic .
model (RMM) neighbor model  model (SRM) model
MODEL
DESCRIPTION
AG1,0% (keal/mol) AG©1 AG©1 SAGONN + AGOini 0.26AG"1 - 6.5 0.33AG"1 - 5.6
AG®2,0% (kcal/mol) AG©2 AG©2 na na na
AG3,0% (kcal/mol) AGO3 AG3 na na 0.31AG°3 - 2.0
mi (kcal/mol/% FA)  0.0095L+0.0697  0.0079L+0.0696 0.0032L+0.0116  0.0028L+0.0175  0.0029L+0.0170
mo2 (kcal/mol/% FA) 0.1 0.1 na na na
ms (kcal/mol/% FA)  0.0117 | AGes| 0.01111AGos| na na 0.0096 | AG®s|
CURVE-
FITTINGb*
s? na 0.025 0.013 0.016 0.015
R? na 0.86 0.93 0.92 0.92
Mean lerr([FAln)| (% FA) na 8.4 6.2 7.2 7.2
CROSS
VALIDATION ¢4¢
& 0.032 0.024\0.026 0.015\0.018 0.014\0.015 0.014\0.019
R? 0.80 0.85\0.84 0.91\0.89 0.91\0.91 0.91\0.89
Mean lerr([FAlm)! (% FA) 7.9 8.8\9.3 7.5\8.0 7.4\7.4 7.6\8
Mean |CV offset! (% FA) na 0.4\2 1.3\2.6 0.2\0.9 0.5\2.6
|CV offset| >2% FAf na 5\42 (30) 23\55 (20) 0\9 (8) 4\30 (20)
|CV offset| >5% FAf na 2\10 (9) 0\14 (9) 0\0 2\15 (10)

“na, not applicable.

» 52, total residual squares divided by the degree of freedom; R?, coefficient of determination (4).
“err([FA]n), error in melting point prediction for best-fits (curve-fitting) or independent predictions (cross-validation) (4).
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4 CV offset, the distance between melting points of best-fit and cross-validation curve as defined in Figure S2A; ¢, error
squares averaged for all independent predictions during cross validation.

*LOPOCV \ LOOOCYV results shown when available in this order (see text for details of cross-validation tests). Numbers
in parentheses indicate number of E. coli probes that fell in the pertaining category during LOOOCV. Since the E. coli set
is relatively large (38 probes; ~1/3 of the entire set) LOOOCYV test with these probes is very conservative. Cross-validation
of the original model is based on an average for all 79 probes that were not part of the training set of this model (1).
/Number of probes with CV offsets greater than the value mentioned.
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Table S3. Nearest neighbor parameters.

AG° at 46°C (kcal/mol)

NN“ DNA’ Original’ NN model’
UU/AA  AA 0.12 0.09
GU/ICA AC -0.91 -0.15
CU/GA AG -0.71 0.01
AU/TA AT -0.67 -0.36
UG/AC CA -1.34 -0.54
GG/CC CC -2.62 -0.78
CG/IGC CG -1.27 -0.39
AG/ITC CT -1.60 -0.58
UC/AG  GA -1.29 -0.40
GC/ICG GC -2.54 -0.62
CC/IGG GG -1.90 -0.63
ACITG  GT -1.97 -0.77
UA/AT  TA -0.40 -0.13
GA/ICT TC -1.19 -0.41
CAIGT TG -0.67 -0.18
AAITT TT -0.81 -0.26
ini 3.14 -4.41

“ Nearest neighbors. Base stacking is shown as RNA/DNA pairs in 5'-3'/3’-5" direction.
" DNA nearest neighbors in 5'-3’ direction.

“ Obtained for 46°C using AH® and AS° values from Sugimoto et al. (7), using AG°= AH° -
T AS®.

“ Best-fitting parameters with the nearest neighbor model (see Table S2).

¢ Free energy of initiation.



Table S4. Moderate and low coverage 16S probes published in literature.

probeBase

Probe Name  Accession Sec!uenc"e Target Group App rox1maf € Reference
Number (5'to 3) Coverage
Str56 pB-03987 ATCCTGCGTTCTACTTGC Streptococcus 0% (18)
ALBO577 pB-00912 CCGAACCGCCTGCGCAC Alcaligenes 1% (19)
Eury806 pB-01172 CACAGCGTTTACACCTAG Euryarchaeota 6% (20)
CYT1438 pB-02589 CCGCTCCTTACGGTGACG Cytophaga 10% (21)
RUMs278 pB-03700 GTCCGGCTACCGATCGCG Ruminococcaceae 13% (22)
Cren537 pB-01171 TGACCACTTGAGGTGCTG Crenarchaeota 14% (20)
Pro60 pB-03989 CTCCCTTCACCGTTCGAC Propionicimonas 16% (18)
CYT1448 pB-02588 CTAGGCCGCTCCTTACGG Cytophaga 16% (21)
SFH646 pB-03885 CTCCCTGCCTCAAGTCCA Sulfurihydrogenibium 18% (23)
AERO01244 pB-01247 GCTTGCAGCCCTCTGTACGCG Aeromonadaceae 19% (24)
OCE232 pB-00614 AGCTAATCTCACGCAGGC Oceanospirillum 30% (25)
Thus438 pB-00314 GGGTTTCGTCCCGGGTTC Thermus 30% (26)
SRB385 (SRB) pB-00300 CGGCGTCGCTGCGTCAGG  Desulfovibrionales 33% (27)
VP403 pB-02645 CGAAGACCTTATCCTCCACG  Verrucomicrobium 33% (28)
RHIZ1244 pB-02665 TCGCTGCCCACTGTCACC Rhizobiales 35% (29)
Ppu646 pB-01249 CTACCGTACTCTAGCTTG Pseudomonas 56% (30)
Mc1029 pB-00585 CCTGTGTCTTGGCTCCCGAA Methylococcus 56% (31)
PAR1457 pB-00278 CTACCGTGGTCCGCTGCC Paracoccus 56% (32)
SPA714 pB-02646 CCTTCGCCACTGGTCTTC Spartobacteria 56% (28)
LGC0355 pB-01212 GGAAGATTCCCTACTGCTG Firmicutes 58% (33)
Hydr540 pB-00187 TCGCGCAACGCTCGGGACC Aquificales 60% (26)
Geo/Blasto pB-02584 CCATCCCCAGCCGGAAACC  Geodermatophilus 64% (34)




probeBase

Probe Name  Accession .Séc!ltloet;c")e Target Group AI(’:I; Cz;(gggf € Reference
Number
Mg1004 pB-00342 TACGATCTCTCACAGATT  Methylomicrobium 68% (35)
Ver620 pB-01037 ATGTGCCGTCCGCGGGTT Akkermansia 69% (36)
DSM213 pB-00507 CATCCTCGGACGAATGCA  Desulfomicrobium 69% (37)
DSV214 pB-00087 CATCCTCGGACGAATGC  Desulfomicrobium 69% (38)
GANS50 pB-02644 TTGCTTCGAGAGCCATAC Gallibacterium 71% (39)
BDE525 pB-01570 GATCCCTCGTCTTACCGC Bdellovibrio 72% (40)
129(DSB129) pB-00073 CAGGCTTGAAGGCAGATT Desulfobacter 72% (41)
ODB1021 pB-02636 GCGTCCCCTAAGGGAACT Octadecabacter 74% (42)

“ Approximate coverage of sequences belonging to the target genus in the RDP database (version 10.28), or average
coverage of all named genera belonging to the target group.



Table S5. Moderate and low specificity 16S probes published in literature.

P robeB_a se Sequence e Qualitative
Probe Name  Accession (5'to 3) Specificity Score Specificity ° Reference
Number
LGC pB-01040 TCACGCGGCGTTGCTC 626 low (43)
E11 pB-01326 AGCCATGCAGCACCTGTCTC 405 low (44)
Lmon pB-03697 CTATCCATTGTAGCACGTG 320 low (45)
SRB385Db pB-00301 CGGCGTTGCTGCGTCAGG 291 low (46)
MET1217 pB-00916 TTACGTGTGAAGCCCTGG 251 low (19)
SRB385 (SRB) pB-00300 CGGCGTCGCTGCGTCAGG 187 low (27)
Lsinu_268 pB-03968 GCTAAAGATCGTAGCCTTGGTAA 173 low (47)
SS_HOL1400 pB-01552 TTCGTGATGTGACGGGC 164 low (48)
HoAc1402 pB-00183 CTTTCGTGATGTGACGGG 145 low (49)
DSBAC357 pB-01320 CCATTGCGCAAAATTCCTCAC 136 low (37)
DSBAC355 pB-00076 GCGCAAAATTCCTCACTG 129 low (50)
PSE1284 pB-02540 GATCCGGACTACGATCGGTTT 103 low (51)
GRb pB-00610 GTCAGTATCGAGCCAGTGAG 92 low (25)
LEG705 pB-00193 CTGGTGTTCCTTCCGATC 88 low (52)
Rhoc-1425 pB-01231 ACTACCTACTTCTGGTGA 53 low (53)
KT13-231 pB-02593 ATCTAATCAAACGCGGGCC 52 low (21)
DSV407 pB-00088 CCGAAGGCCTTCTTCCCT 47 low (38)
G123T pB-00170 CCTTCCGATCTCTATGCA 46 low (54)
STEBA1426 pB-00266 ACTACCTACTTCTGGTGG 42 low (49)
REX72 pB-01069 TGGGAGCAAGCTCCCAAAG 34 low (55)
TM7905 pB-00600 CCGTCAATTCCTTTATGTTTTA 356 moderate (56)
ALF968 pB-00021 GGTAAGGTTCTGCGCGTT 300 moderate (57)




probeBase

Sequence

Qualitative

Probe Name Al\c,'flf:l‘;leo: (5'to 3) Specificity Score Specificity ° Reference
LGC354A pB-00195 TGGAAGATTCCCTACTGC 183 moderate (58)
Ns01225 pB-00248 CGCCATTGTATTACGTGTGA 159 moderate (59)
CF319a pB-00042 TGGTCCGTGTCTCAGTAC 155 moderate (60)
CFB719 pB-00047 AGCTGCCTTCGCAATCGG 147 moderate (61)
LGC353b pB-01070 GCGGAAGATTCCCTACTGC 140 moderate (55)
PARA739 pB-02664 GCGTCAGTATCGAGCCAG 101 moderate (29)
DSV698 pB-00091 GTTCCTCCAGATATCTACGG 82 moderate (38)
Lflag_268 pB-03967 GCTAAAGATCGAAGCCTTGGTAA 63 moderate (47)
b886 pB-01024 TCAGGCGGTCGACTTCAT 63 moderate (62)
Cte pB-00378 TTCCATCCCCCTCTGCCG 55 moderate (63)
SPH492 pB-00919 TAGCCGGAGCTTATTCTC 54 moderate (19)
CREN569 pB-00789 GCTACGGATGCTTTAGG 53 moderate (64)
EPSY549 pB-01321 CAGTGATTCCGAGTAACG 48 moderate (65)
MNP1 pB-00628 TTAGACCCAGTTTCCCAGGCT 46 moderate (66)
687(DSV687) pB-00090 TACGGATTTCACTCCT 41 moderate (41)
Lis-1255 pB-02605 ACCTCGCGGCTTCGCGAC 38 moderate (67)
Cp1130-B pB-01187 TTCCCGGCATTACCCGCT 33 moderate (68)
RHW991 pB-00562 GTTCTCTTTCGAGCACTC 32 moderate (69)
405_Syn pB-00766 AGAGGCCTTCATCCCTCA 31 moderate (70)
Cp1130-A pB-01186 TTCCCGCCATTACGCGCT 29 moderate (68)
EURY499 pB-00791 CGGTCTTGCCCGGCCCT 26 moderate (64)
PAR1457 pB-00278 CTACCGTGGTCCGCTGCC 25 moderate (32)

“ Qualitative assessment of specificity relative to the breadth of the intended target group (see main text).



Table S6. Phylum-specific probes in probeBase (15) that were similar to those designed with DECIPHER.

Probe Name I;lrfclzl:;ie Probe’Sequ’ence Probe Designe'd wifh Target Reference
Number (5'to 3)) DECIPHER (5°to 3') phylum ¢
Bac1080 pB-02683 GCACTTAAGCCGACACCT GGCACTTAAGCCGACACCT Bacteroidetes (71)
CREN512 pB-00788 CGGCGGCTGACACCAG GCGGCGGCTGACACCAG Crenarchaeota (64)
LGCO0355 pB-01212 GGAAGATTCCCTACTGCTG  YGGAAGATTCCCTACTGCTGC Firmicutes (33)
LGC354A pB-00195 TGGAAGATTCCCTACTGC YGGAAGATTCCCTACTGCTGC Firmicutes (58)




Figure S1: Experimental and theoretical formamide dissociation profiles. Circles are normalized
experimental probe brightness values with open shapes indicating data excluded during curve fitting.
Lines are theoretical profiles obtained with SRM (red), RMM (black), and the original model (grey).
Solid, dashed, and dotted lines for SRM and RMM indicate best-fits, LOPOCYV predictions, and
LOOOCYV predictions, respectively. Text on each graph indicates probe name followed by max
brightness (Imax) and errFA;, in SRM (best-fit). See text for details.
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Figure S2. Formamide dissociation profiles and melting point predictions with
selected models. (A and B) Best-fits (solid lines) and LOPOCYV predictions
(dashed lines) for RMM (grey) and SRM (black). Panel A illustrates error in
melting point with respect to cross-validation as well as cross-validation offset.
(©) Distribution of the melting prediction errors during LOPOCYV for SRM (dark
bars) and RMM (light bars) (also appears in Figure 1C). Probes in A and B are
arbitrarily sampled from corresponding SRM bars in C according to the
numbering indicated (see Figure S1 for all probes). LOPOCV predictions in A
and B are generally not visible because of negligible CV offset.
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TAATCCCCGAGCTCAACT TGGGAACTGCATCTGAAACTGGAAGACTAGAGTGCTGGAGAGGATGGTGGAATTCCACGTGTAGCGGTGAAATGCGTAGAG

THE UNIVERSITY ATGTGGAGGAACACCAGTGGCGAAGGCGGCCATCTGGACAGTAACTGACGCTGAAGCACGAAAGTGTGGGTAGCAAACAGGATTAGATACCCTGGTAGT
5@/ —————— CCACACCGTAAACGATGAACACTTGGTGTAGTGGGCGT TGACCCCCACTGTGCCGTAGCTAACGCGATAAGTGT TCCGCCTGGGGAGTACGGTCGCAAG
WISCONSIN GCTGAAACTCAAAGGAAT TGACGGGGCCCCGCACAAGCAGCGGAGCATGCGGCTCAATTCGACGCAACGCGAAGAACCT TACCAAGGCTTGACATATAG
GGAAAAGTGGCAGAGATGTCATGTCCGCAAGGGCGCTATACAGGTGGTGCATGG T TGTCGTCAGCTCGTGTCGTGAGATGTTGGGT TAAGTCCCGCAAC

MADISON GAGCGCAACCCCTATCACTAGT TGCCATCAGGTAATGCTGGGAACTCTAGTGAAACTGCCGTCGCAAGACGTGAGGAAGGAGGGGATGATGTCAAGTCA

Home Genus Xenorhabdus
Find Chimeras
Design Primers

Design Probes
Desian Arra e Predicted formamide melt point ([FA],,) at 46°C & 1M [Na+]:

ProbeMelt First probes: 35%, 40%

165 Oligos Second probe: 39%

Downloads
Contact e First probes (starting E. coli position 1,243):

® Designed probe set: #1 of the Top 10 (>)

Citation 5' AGGTCGCTTCTCTTTGTATCYG 3' (95.9% coverage) "
5' AGGTCGCTTCTCTTTGTATCTG 3' (74.1% coverage)
5' AGGTCGCTTCTCTTTGTATCCG 3' (21.8% coverage)

e Second probe (starting E. coli position 153):

5' GCCACCGTTTCCAGTGG 3' (96.8% coverage)

e Confirm specificity of the probe set with |4 RDP| [probeCheck]

e Predict melt curve of the probes with ProbeMelt or |ms ~GFISH

e Potential unlabeled competitor-oligonucleotide probes:

5' AGGTCGCTTCACTTTGTATCCG 3'
5' AGGTCGCTTCTCTTTGTATACG 3'
5' AGGTCGCTTCTCTTTGTATGCG 3'
5' GCCACCGTTTCCAGTAG 3'

e Potential cross-hybridizations (10 of 1,939 genera):

1. Cosenzaea (2.4% distant, risk: VERY HIGH): [7]

' AGGTCGCTTCTCTTTGTATCTG 3' - first probe
' UCCAGCGAAGAGAAACAUAGAC 5' - nontarget

' GCCACCGTTTCCAGTGG 3' - second probe
' CGGUGGCAAAGGUCAUC 5' - nontarget

NEL

Figure S7. Screenshot of the 165 Oligos page for targeting the genus Xenorhabdus
using two probes.
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e Confirm specificity of the probe with |4 RDP| [probeCheck]

e Predict melt curve of the probe with ProbeMelt or 7 ~GFISH,

e Potential unlabeled competitor-oligonucleotide probes:

5' AGGCAGATCCCCAGACATTA 3'
5' GGGCAGATCCCCATACATTA 3'

e Potential cross-hybridizations (30 of 1,939 genera):

1. Brenneria (1.4% distant, risk: VERY HIGH): [?]

5' GGGCAGATCCCCAGACATTA 3' - probe
3' CCCGUCUAGGGGUCUGUAAU 5' - non-target

2. Pantoea (1.9% distant, risk: VERY HIGH): [7]

5' GGGCAGATCCCCAGACATTA 3' - probe
3' CCCGUCUAGGGGUCUGUAAU 5' - non-target

NI

Figure S8. Screenshot of the 165 Oligos page for targeting the genus Xenorhabdus
using one probe.



Figure S9: Selected phylogenetic trees showing probability of hybridization with each probe in
probeBase. Color of each leaf represents the probability of hybridizing with sequences in each
genus. See main text for details.
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