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Supplemental Figures 

 
 
 
Supplemental Figure S1. Assessing the quality of the UV differential genetic data, Related 
to Figure 1. (A) The corresponding false discovery rate (assessed using the Benjamini-Hochberg 
procedure (Benjamini and Hochberg, 1995)) across a range of p-values for the differential 
networks. (B) Correlation of replicate genetic interaction scores (as measured by the Pearson’s 
correlation coefficient) from ‘marker swap’ measurements for all static genetic networks in this 
study. For comparison, the correlation of replicate scores is shown for three previously published 
data sets (Collins et al., 2007; Guenole et al., 2012; Schuldiner et al., 2005). ‘Marker swap’ 
experiments represent replicate measurements obtained for the same double mutant arising from 



the two possible pairings of antibiotic resistance markers with gene mutations i.e., XXX∆::KAN 
YYY∆::NAT versus XXX∆::NAT YYY∆::KAN. (C) The overlap in static genetic interactions 
uncovered in untreated conditions versus a set of genetic interactions derived from ‘low-
throughput’ experiments obtained from the Biogrid Database on May 7, 2012 (Chatr-Aryamontri 
et al., 2013). Enrichment over random is defined as n/r, where n is the number of top-ranked 
gene pairs (x-axis; ranked by |SUT|) found in Biogrid, while r is the number expected at random. 
(D) Overlap of significant static interactions (S≥2.0, S≤-2.5) between treated (low and high UV 
dose) and untreated conditions. As a negative control, the overlap seen amongst two independent 
genetic interaction screens performed in untreated conditions (Collins et al., 2007; Wilmes et al., 
2008) is also shown. (E) Each gene considered in this study is binned according to its UV-
induced single mutant sensitivity (Begley et al., 2004) and the distribution of the number of low 
dose differential interactions per gene (# of significant differential interactions/# of tested 
differential interactions) in each bin is summarized as a box-and-whisker plot. Significance is 
assessed using a Mann-Whitney U test. (F) For each query gene, the Pearson’s correlation 
between its low dose static interaction profile and static untreated profile (‘Autocorrelation’) is 
plotted against the gene’s UV-induced single mutant sensitivity (Begley et al., 2004). 
 
  



 
 
 
Supplemental Figure S2. RSC mutants are sensitive to UV and its role in facilitating 
efficient repair appears to be independent of checkpoint regulation, Related to Figure 2. 
(A) Strains carrying temperature-sensitive degron alleles of essential RSC subunits (rsc3td, 
rsc8td, sth1td) were grown in either permissive (YPAD + CuSO4, 25oC) or non-permissive 
conditions (YEP + Gal, 30°C) and exposed to UV- or mock-treatment (UT). Strains carrying 
deletions of non-essential RSC subunits (htl1∆, rsc1∆, rsc2∆) were spotted onto YPAD plates 
and then exposed to UV radiation or mock-treatment (UT). All spot dilution assays represent 10-
fold serial dilutions of log-phase cells grown for 48 hours. (B) Survival curves for wildtype and 
htl1∆ strains generated through quantification of spot dilution assays in (A) plus one additional 
replicate (data not shown). Fitness was calculated by counting the number of colonies present in 
the most dilute spot containing individual colonies and then dividing the count in UV-treated 
conditions by the count in untreated conditions. All data represent the mean ± 1 s.e.m. of 2 
independent replicates. (C) Asynchronously growing mid-log cultures of either wildtype (WT) or 
rsc2Δ cells were exposed to UV radiation (70 J/m2) and released into fresh YPAD media. Cells 



were harvested at the indicated time points to monitor Rad53 phosphorylation by western blot 
(top) or cell cycle progression by FACS (bottom). (D) Analysis of the amount of cyclobutane 
pyrmidine dimers (CPDs) present in the genome of WT, rsc2∆, and rad4∆ cells immediately 
after UV irradiation (100 J/m2). Relative amount of CPDs is defined as the intensity of dot blot 
bands (probed using anti-CPD antibodies) normalized against the signal obtained from total 
genomic DNA. Data represent the mean ± 1 s.e.m of three independent replicates.  
  



 
 
 
Supplemental Figure S3, Related Figure 2. RSC genetically interacts with components of 
GGR and TCR. (A,E) 10-fold serial dilutions of log-phase cells carrying single or double 
deletions of the indicated non-essential genes were spotted on YPAD and exposed to UV 
radiation or mock-treatment (UT), whereas in (E) strains carrying temperature-sensitive degron 
alleles of genes encoding subunits of RSC (sth1td) were spotted on either permissive (YPAD + 
CuSO4, 25oC) or non-permissive conditions (YEP + Gal, 30°C) and then exposed to UV- or 
mock-treatment (UT). All plates were incubated for 48 hours prior to imaging.  (B-D, F-G) 
Survival curves produced by quantifying spot dilution assays in (A,E) plus two additional 
replicates (data not shown). Quantification was performed as in Figure S2B. All data represent 
the mean ± 1 s.e.m. of 3 independent replicates. (H) Change in expression of RPB2 in each of 



seven rsc mutants compared to wild type cells. Gene expression data were taken from (Lenstra et 
al., 2011).  
  
  



 

 
 

 

Supplemental Figure S4, Related to Figure 4. RSC’s role in facilitating efficient repair 
appears to be independent of transcriptional regulation. (A) Change in expression of genes 
involved in NER or the DNA damage response (see Table S7 for a list of process definitions) 
following deletion of a gene encoding one of the RSC subunits. Each point represents the 
maximal change in expression seen in any of seven rsc mutants (htl1∆, ldb7∆, npl6∆, rsc1∆, 
rsc2∆, rsc30∆, rtt102∆) compared to wild type cells. Genes which are differentially expressed 
(DE) following exposure to UV in wild type cells have been colored red. rsc mutant gene 
expression data were taken from (Lenstra et al., 2011); a |fold-change| > 1.7 (dotted line) was 
used to call a significant change in expression as in the original study. The UV expression data 
were taken from (Wade et al., 2009). The dataset was downloaded from GEO (GSE16799) and 
GEO2R was used to download and process the data (default parameters). The final comparison 
was made between the following samples: ‘WT 60 min Rep1/Rep2’ and ‘WT ND – Rep1/Rep2’ 
and a threshold of P<0.01 was used to call differentially expressed genes. (B) Displays the ratio 
of the change in expression level of 11 core NER factors following exposure to UV in rsc2∆ 
cells compared to wild type. Data represent the mean ± 1 s.d. of three biological replicates. (C) 
Absolute enrichment of Rsc2-Myc at the indicated loci in untreated conditions. (D) Analysis of 



Sth1-Myc or Rad4-Myc recruitment to either the MATa or HMLα locus following exposure of 
G1-synchronized cells to UV radiation. Cells were taken from the experiments described in 
Figures 4A,B. (E) Relative levels of histone H3 at HMLα in rsc2∆ versus wildtype in two 
independent ChIPs. Data in (C,D,E) represent the mean ± 1 s.e.m of two independent replicates. 
(F) Change in expression level of MATa or HMLα following exposure to UV in rsc2∆ cells 
compared to wild type. Data represent the mean ± 1 s.e.m. of three independent replicates. 

 
  



 



Supplemental Figure S5. Comparing low and high dose genetic networks, Related to Figure 
5. (A) Scatter of all differential scores between high and low dose genetic maps. Dotted lines 
represent the threshold used to call a significant differential interaction (PLow─UT,High─UT ≤ 0.001). 
(B) Percent of static interactions (positive and negative) in high or low UV dose conditions not 
observed in the untreated (UT) condition. Error bars were computed using the formula for the 
standard error of the sample proportion. Significance was assessed using a two-proportion z-test. 
(C) Fraction of low or high dose static interactions shared with untreated conditions across a 
range of S score thresholds. (D) Breakdown of the percent of differential interactions specific to 
either low (red) or high (blue) dose conditions across a range of differential score thresholds. The 
corresponding false discovery rate at each score threshold is also shown (black line). (E) Dose 
specific (top) and null model (bottom) static dose profiles used to identify dose-specific 
differential interactions. See Supplemental Methods for additional details. (F,G) For each (F) low 
(PLow–UT ≤ 0.001) or (G) high dose (PHigh–UT ≤ 0.001) differential interaction, we computed the 
Euclidean distance between its static dose profile (SUT, SLow, SHigh) and the closest (F) low dose 
or (G) high dose model profile, as well as the closest null model profile. The difference in the 
distance to the dose specific model versus the distance to the null model profile for all 
interactions is summarized as a box-and-whisker plot. Permuted dose profiles represent 
randomized interaction data in which the dose profile for each interaction is permuted 1000 
different times. Significance was assessed using a Mann-Whitney U test. (H) 10-fold serial 
dilutions of log-phase cells of the indicated genotype were spotted onto YPAD plates and 
exposed to UV radiation or mock-treatment (UT). 
 

  



Supplementary Tables 
 
Supplemental Table S1. List of all query genes screened in this study, Related to Figure 1. 
 
Supplemental Table S2. List of all array genes screened in this study, Related to Figure 1. 
 
Supplemental Table S3. List of all genetic interactions measured in this study, Related to Figure 
1. 
 
Supplemental Table S4. List of multi-gene modules used, Related to Figure 2A. 
 
Supplemental Table S5. List of all module-module interactions identified, Related to Figure 
2A. 
 
Supplemental Table S6. List of candidate dose-specific differential interactions, Related to 
Figure 5. Significant high and low dose specific interactions (FDR<40%) have been highlighted. 
 
Supplemental Table S7. List of process definitions used in analysis, Related to Figures 1A, 1B, 
2A, and 2B. 
 
Supplemental Table S8. List of all yeast strains used, Related to Figures 2C, 2D, 3, 4, S2, S3, 
S4, and S5.  
 
Supplemental Table S9. List of all primer sequences used, Related to Figures 3, 4, and S4. 



Supplemental Experimental Procedures 
 
Identifying dose-specific differential genetic interactions 
For each high dose or low dose differential interaction, we define its static dose profile (𝑺): 

𝑺 = 𝑆!" ,   𝑆!"# ,   𝑆!"#ℎ  
Where 𝑆!", 𝑆!"#, 𝑆!"#ℎ represent, respectively, the static genetic interaction score in untreated, 
low dose, and high dose conditions. Similarly, we define a set of model high dose specific 
(𝑴𝑯"𝒈𝒉), low dose specific (𝑴𝑯"𝒈𝒉), and both dose (𝑴𝑯"𝒈𝒉) static profiles (Figure S5E): 

𝑴𝑯"𝒈𝒉 =

0,0,3.5
0, 0,−3.5
3.5, 3.5, 0

−3.5,−3.5, 0

,𝑴𝑳𝒐𝒘 =

0,3.5,0
0,−3.5, 0
3.5, 0, 3.5

−3.5, 0,−3.5

,𝑴𝑩𝒐𝒕𝒉 =

3.5, 3.5, 0
0, 0,−3.5
3.5, 3.5, 0

−3.5,−3.5, 0

 

A static score of 3.5/-3.5 was chosen to provide a relatively stringent threshold for interaction, 
corresponding to a FDR < 10% (Collins et al., 2006). Next, for each high dose differential 
interaction, we compute: 

𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ = min 𝑑 𝑺,𝑴𝑯"𝒈𝒉 −min 𝑑 𝑺,𝑴𝑩𝒐𝒕𝒉  
Where 𝑑(𝒙,𝒚) represents the Euclidean distance between points 𝒙 and 𝒚. In essence, we are 
computing the distance between each interaction and the “closest” dose-specific profile in which 
an interaction (or lack of interaction) exists in only high dose doses versus the distance to the 
“closest” both dose profile in which an interaction (or lack of interaction) is observed at both 
doses. Individual S scores (SUT, SLow, SHigh) that exceeded 3.5 or -3.5 were capped, respectively, 
at 3.5 or -3.5. Finally, a high dose specific interaction is indicated when, 

𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ ≤ 𝑚! 
To estimate false discovery rates across a range of thresholds (𝑚!), we performed the following 
permutation analysis. Across the entire set of 839 high dose differential interactions (𝑨𝑯𝒊𝒈𝒉), we 
scrambled each interaction’s static dose profile (𝑺), and re-computed 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎfor each 
randomized interaction. Repeating this procedure 1000 times yielded a null distribution: 

𝑹𝟎 = 𝒓𝟏𝟎, 𝒓𝟐𝟎,⋯ , 𝒓𝟖𝟑𝟗𝟎  
Where, 𝒓𝟏𝟎 is the average smallest 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ seen across 1000 permutations, 𝒓𝟐𝟎 is the average 
second-smallest 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ seen, etc. We confirmed that the distribution of 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ in 
the actual data was significantly less than in permuted data (Figures S5F,G), after which 𝑹𝟎 was 
used to compute a FDR at a given threshold (𝑚!) as follows: 

FDR 𝑚! =   
N(𝑹𝟎 ≤ 𝑚!)
N(𝑨𝑯𝒊𝒈𝒉 ≤ 𝑚!)

×100 

Where N(𝑹𝟎 ≤ 𝑚!) and N(𝑨𝑯𝒊𝒈𝒉 ≤ 𝑚!) represents, respectively, the number of actual or 
randomized interactions with a 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ less than 𝑚!. The set of 307 low dose interactions 
were analyzed similarly, except the distance metric was defined as follows: 

𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"# = min 𝑑 𝑺,𝑴𝑳𝒐𝒘 −min 𝑑 𝑺,𝑴𝑩𝒐𝒕𝒉  
A list of all 839 high dose and 307 low dose interactions, along with 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#or 
𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ, and their corresponding FDR is provided in Table S6. At an FDR of 40% we 
found 35 high dose specific interactions and 44 low dose specific interactions (highlighted 
interactions in Table S6). 



 To construct Figure 5A, we first categorized each high dose or low dose differential 
interaction as a Positive/Negative “Gain of Interaction” or Positive/Negative “Loss of 
Interaction”, as follows: 

Let Sign(𝑆!"#$%#&) represent the sign of the high or low dose static genetic interaction 
score, then: 

Category =

Positive  Gain  , 𝑆𝑖𝑔𝑛 𝑆!"#$%#& → +  and     𝑆!"#$%#& > 𝑆!"   
Negative  Gain  , 𝑆𝑖𝑔𝑛 𝑆!"#$%#& → −  and     𝑆!"#$%#& > 𝑆!"
Positive  Loss  , 𝑆𝑖𝑔𝑛 𝑆!"#$%#& → +  and     𝑆!"#$%#& < 𝑆!"
Negative  Loss, 𝑆𝑖𝑔𝑛 𝑆!"#$%#& → −  and     𝑆!"#$%#& < 𝑆!"

 

Next, interactions within each category were sorted by their 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#ℎ or 𝑀𝑖𝑛𝐷𝑖𝑠𝑡!"#value 
in ascending order and the raw static dose profile was visualized using Java Treeview (v. 1.1.6). 
As only 65 out of the 307 low dose differential interactions could be classified as “Loss of 
Interaction”, these interactions were not visualized for the sake of clarity. 
 
Novel Connections in the UV differential dataset 
Our differential genetic data provides a wealth of data for future studies. To make all the 
interaction data, as well our analysis accessible to readers, we have packaged it all as a 
Cytoscape session file available for download on our Supplementary Website 
(http://chianti.ucsd.edu/~rsrivas/srivas_2013/). Here, we discuss a few examples of interesting 
connections.  
 The strongest connection at both doses was between NER and components of the DNA 
damage response (DDR), including strong differential negative interactions with factors involved 
in post replication repair (e.g. MMS2; Figure S5H), base excision repair, and double stranded 
break repair. These negative interactions suggest a certain degree of redundancy among the 
different DNA repair processes. While NER is the predominant pathway utilized in the repair of 
UV-induced helix distorting lesions, such lesions can lead to replication fork stalling which can 
be bypassed by the post replication repair machinery (Auclair et al., 2010), or in the case of fork 
collapse, counteracted by double-stranded break repair pathways (Chang and Cimprich, 2009; 
Lundin et al., 2005). 
 For both UV doses, we observed positive genetic interactions between NER and genes 
involved in regulating post-translation modifications (PTM) such as ubiquitination (e.g. BRE5) 
or SUMOylation (e.g. NFI1). Recent work has shown an important role for these PTMs in 
stabilizing key NER factors such as Rad4 or modulating their affinity for damaged DNA 
(Bergink et al., 2007; Moschos and Mo, 2006). In this respect, our differential genetic data 
constitute a resource for identifying possible targets of ubiquitination or SUMOylation amongst 
NER factors. Past work has shown that components of linear pathways, such as signaling 
cascades, are often strongly enriched for positive interactions (Fiedler et al., 2009; Guenole et al., 
2012; Sharifpoor et al., 2012). Our current dataset contains >50 differential positive interactions 
connecting NER factors to components of various PTM machinery, providing a wealth of 
putative targets to follow up on. 
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