
SUPPLEMENTAL MATERIALS 

1. The list of words and expressions related to death.  

Words and phrases in this list was picked from “List of expressions related to death” at Wikipedia
1
 and 

“Death and general words relating to death” at the MacMillan Dictionary Thesaurus
2
. Words in posts are 

converted to their base forms through lemmatization (e.g., “dying” and “died” to “die”). 

"pass away", "funeral", "die", "memorial", "is gone, "at rest", "final summon", "room temperature", "at 

peace", "in peace", "beyond the grave", "beyond the veil", "over the big ridge", "the last roundup", "the 

great majority", "the ultimate sacrifice", "a last bow", "last breath", "bereavement", "demise", "obituary". 

 

2. The classification approach to identify influential users.  

To identify influential users from the OHC, we extract three groups of basic features for each user: 

contribution, network, and semantic features. Contribution features, as the name implies, measure a user’s 

direct contribution to the forum, such as number of discussion threads (topics) initiated and replies posted, 

number of days the user has actively posted, length of the user’s post, etc. Network features reflect users’ 

centrality (e.g. in/out-degree and betweenness) in a post-reply network, where there is an edge pointing 

from user A to user B if user A replied a thread started by user B. Semantic features reflect positive or 

negative sentiment, emotional strength, diversity of topical coverage (utilizing Latent-Dirichlet 

Allocation), etc. of a user’s posts. Table A1 summarizes 24 basic features. On the basis of these basic 

features, we also take advantage of the sub-community structure of the social network among community 

members to generate new neighborhood-based and cluster-based features (for contribution and network 

features marked with * in Table A1), leading to a total of 68 features. The new neighborhood-based and 

cluster-based features basically measure how a user stands out from his/her peers in his/her network 

neighborhood and the network sub-community he/she belongs to (e.g., how a user’s total number of posts 

                                                           
1
 http://en.wikipedia.org/wiki/List_of_expressions_related_to_death 

2
 http://www.macmillandictionary.com/thesaurus-category/american/Death-and-general-words-relating-to-death 



compares to her/his direct neighbors and other users in the same sub-community?). These new features do 

help to improve the performance of our classifiers according to our previous research [1].  

Table A1. Summary of basic features for each community member. 

Group Features 

Number of one’s initial posts (i.e., posts that start threads)* 

Number of one’s replies to others (i.e., following posts)* 

Number of threads that one contributed post(s) to* 

Number of other users’ posts published after one’s post in the same thread* 

Avg. response delay between one’s post and the next post by others in the same thread (in 

minutes)* 

Total length of one’s post (in bytes) * 

Avg. length of one’s post (in bytes) * 

Avg. content length of one’s top 30 longest posts (in bytes) * 

Number of one’s active days (one published  at least 1 post in an active day) * 

Time span of one’s activity (from first active day to the last) * 

Avg. number of posts per active day* 

Contribution 

features 

Avg. number of posts per day during one’s time span of activity* 

One’s in-degree and out-degree in the post-reply network* 

One’s betweenness centrality in the post-reply network* 
Network   

features 
One’s PageRank in the post-reply network* 

Avg. percentage of words w/ positive sentiment in one’s posts [2] 

Avg. percentage of words w/ negative sentiment in one’s posts [2] 

Avg. percentage of Internet slangs/emoticons in one’s posts  [3,4]  
Avg. percentage of words w/ strong emotion in one’s posts [2] 

Ratio between the numbers of words w/ positive and negative sentiment  in one’s posts 

Text features 

Topical diversity (Shannon entropy and log energy of topic distribution in a user’s posts) 

 

We apply 5 classifiers, Naïve Bayesian, Logistic Regression, and Random Forest, one-class SVM, and 

two-class SVM, to classify community members into IUs and non-IUs using 10-fold cross-validation. 

Top-150 recalls (evaluated with IU List-1) obtained from the 5 classifiers range from 0.706 to 0.796 (see 

Table A2). 

 

Ensemble methods are used to further improve the classification. For each user, a classifier gives a 

classification result, either as a probability or a binary value to denote whether the user is considered a 

leader. We then fed each user’s five classification results from the five individual classifiers to an 

ensemble classifier. Among many ensemble methods, the ensemble classifier based on Random Forest 



achieves the best performance: an average top-150 recall (evaluated with IU List-1) of 0.854 (see Table 

A2). 

Table A2. Performance of various classifiers for identifying IUs. 

Classifier Top-150 Recall 

Naïve Bayesian 0.796 

Logistic Regression 0.706 

Random Forest 0.779 

One-class SVM 0.781 

Two-class SVM 0.739 

The ensemble classifier (based on random forest) 0.854 
 

3. Features for the sentiment classifier 

The sentiment classifier in this research makes use of the features listed in Table A3. The list is based on 

features commonly used in previous sentiment classification [5], a list of words with positive/negative 

sentiment from [2], a list of emoticons and associated emotion [3], a list of Internet slang [4], and 

sentiment analysis results from a 3
rd

-party tool, SentiStrength [6], that calculate the strength of emotion in 

texts (e.g., “very good” and “good!!!” are scored as more positive than “good”). More details on the 

sentiment classifier can be found at our previous research [4]. 

Table A3. The list of features for the sentiment classifier. 
Feature Description 

PostLength The number of words in a post 

AvgWordLength The average length of words (by characters) in a post. 

NumSentence The number of sentences in a post. 

QuestionMark The number of question marks in a post. 

ExclamationMark The number of exclamation marks in a post. 

PosRatio Percentage of words/emoticons with positive sentiment in a post. 

NegRatio Percentage of words/emoticons with negative sentiment in a post. 

PosVsNeg  The ratio between the numbers of words/emoticons with positive and negative 

sentiment. 

NameMention The ratio between the number of user names mentioned in a post and the word 

count of the post.  

Slang Percentage of Internet slang in a post. 

PosStrength The strength of positive sentiment of the post from SentiStrength [6]. 

NegStrength The strength of negative sentiment of the post from SentiStrength [6]. 

PosVSNegStrength The ratio between PosStrength and NegStrength 

 

 



 

 

 

4. Further evaluation of the sentiment classifier and example posts. 

We randomly selected another set of 200 posts from the CSN dataset. Two human annotators manually 

labeled the sentiment of these posts using the same guidelines for the 1
st
 set of labeled posts. The two 

annotator reaches a Cohen’s kappa statistics of κ=0.76. The classifier reaches an accuracy of 78.5% based 

on Annotator 1’s labels and 71% on Annotator 2’s labels. This further validates the performance of our 

sentiment classifier. In addition, the two taggers annotated not only the sentiment, but also the strength of 

sentiment (on a scale of -2~2, with -2 being very negative and 2 being very positive). It turns out the 

probabilities provided by the classifier are also strongly correlated with the average strength provided by 

taggers (Pearson correlation coefficient=0.7517, p-val<0.0001). This is in accordance with previous 

research using similar approaches [7]. 

 

Also, to help readers better understand the  values for different posts, we list 4 posts with  values in 

the ranges of 0-0.3, 0.3-0.5, 0.5-0.7, and 0.7-1. Names in posts have been replaced with “###”. 

Table A4. Example posts. 

 Post 

0.17 This is such a crock.  I wish and pray traditional medicine would examine other options more 

often.  There have been patients who have tried chemo and died.  Yet, it still goes on.  ### 

0.40 When my husb. ### was diagnosed stage 3 colon cancer with 8 positive lymph nodes I looked up 

all the information and stats I could find. The infor was grim and scarry.  The info was also pre 

oxaliplatin for first time cancer patients.  Does anyone have good news for me about survival rates 

for a 52 year old in ###’s situation?  I worry every day.  He has rectal pain alot we were told it is a 

thickening in the rectal wall.  He had his last chemo treatment in Feb. 2005.  

Oxaliplatin/5fu/leukovorin.  Thanks for your never ending support and Everyone have a Merry 

Christmas ### 

0.69 thanks for your prayers and the fact that you understand what I'm talking about! How are things 

going for you these days? 

0.92 Yippee! So glad to hear he had surgery and his surgery went well. That's a good idea to save your 

time off for when he comes home from the hospital. It'd be great if you could keep us updated on 

how he's doing now and then as he recovers.  So happy for you! 

God Bless, ### 



 

 

 

5. Example threads with sentiment dynamics. 

Table A5 lists two threads to illustrate sentiment dynamics in threaded discussions. The  of each post is 

listed after each post. Names in posts have been replaced with “###”.  

Table A5. Example threads with sentiment change from the OP. 
 Thread 1 

The OP turns more positive 

Thread 2 

The OP turns more negative 

The 

initial 

post 

Today was a tough one. My wife and I were 

talking about the possibility of cancer again. I 

won't know for sure for another two weeks 

after the mammogram and PET scans. She 

began to cry asking why me. I have suffered 

thru cancer once, then a stroke, heart 

problems, and now this. I didn't know it but 

she told me that my 7 year old son asked God 

at the healing service, not to take me from him 

and began to cry. The uncertainty is grooling 

and very very hard. My wife asks how I am 

dealing with it, and I tell her I am just numb 

right now. I am hoping for the best and not 

trying to think about anything else... but how 

do I help my family. What if the news comes 

back bad. Emotionally, I am struggling. 

(pr=0.17) 

Ok Ladies, this is going to be a huge "vent fest ". 

I need to vent off before I bury my husband in a 

snow bank until the spring thaw. You cant live 

with them, yet it is against the law to keep them 

chained up in the shed!! I think i need to start a 

petition to change that law! … … 

We heard on the news the other day that a 

hospital in Toronto has found the gene that 

causes cancer to become active, and now they are 

working on manipulating it in order to try and 

turn it off. So, I am very confident that in the next 

five years there will be a definate 'cure', then we 

can all gather at ###’s and bask in the sun!! Well, 

I feel so much better now, thanks for putting up 

with my tantrum. 

Take care and lots of hugs from ### (pr=0.86) 

An IRR Stay positive, and be strong. Both for your 

family and for yourself. If you live each day 

as it were a normal day - a normal day before 

you got cancer, your kid(s) will feel like 

everything is going to be ok. I have breast 

cancer, and I have two kids, one 9 the other 9 

mos. Each day I go to work, and I come 

home, fix dinner, help with homework, read 

stories etc. Just as I always have. I find that it 

helps me to forget my situation and stay 

positive as well. Hope this helped. (pr=0.83) 

Women are too sensible to want to run the world. 

The men would never listen. If you think you 

have trouble with one man try telling millions 

what to do. We're better off running everything & 

letting them think they do then we have someone 

to blame when it all goes pear shaped. Mine is 

selctively deaf too. My mother always said that if 

men & women had to take turns having babies 

and women had the first one there would never be 

more than 3 kids in a family. They couldn't stand 

the pain. And why when clearing up after dinner 

does he put only 90% of the dishes in the 

dishwasher. Doesn't he see the rest on the 

counter? Or is mine the only one with domestic 

blindness. Oh well that's my moan for the day. 

Love to all. ### (pr=0.43) 

The first 

self reply 

Thanks ### for your listening and advice. 

Sometimes it helps so much to talk with 

someone else who can relate. I reflected a lot 

on what you both have said and it makes a lot 

of sense. I have to have faith that things will 

ok, now you have all made me feel awful about 

*****ing!! But sometimes you need to vent 

before you blow. … … All in all he is good, but 

sometimes, this selective hearing they have is 

really annoying!! He would rather see a dirty 



be okay in the end no matter how the tests 

come out, a positive attitude, and try to live 

life as full as I can. Thanks for being there.  

(pr=0.97) 

house and have me resting, then a clean house 

and have me tired, but ,well, I am a clean freak, 

so I compromise and nap in the afternoons when I 

have to. … … so I hope you all have a great week 

and weekend and I will check in soon!! (pr=0.42) 

 

6. Sensitivity analysis for IRR 

Table A6. Correlation coefficients for the numbers of IRRs with different threshold values for sentiment 

classification. 

Threshold values Correlation between users’ IRR totals for different 

threshold values  (P-value) 

Pr(c=pos|mi)=0.5 vs Pr(c=pos|mi)=0.3 0.9985  (<0.001) 

Pr(c=pos|mi)=0.5 vs Pr(c=pos|mi)=0.4 0.9986  (<0.001) 

Pr(c=pos|mi)=0.5 vs Pr(c=pos|mi)=0.6 0.9995  (<0.001) 

Pr(c=pos|mi)=0.5 vs Pr(c=pos|mi)=0.7 0.9985  (<0.001) 

 

To test whether the IRR metric is robust, we varied sentiment classification thresholds to see if the metric 

performs similarly. By definition, an IRR depends on the sentiment class label of posts, which relies on 

the classification threshold. In the original analysis, we adopted the most commonly used threshold of 

Pr(c=pos|mi)=0.5, with those above 0.5 being classified as having positive sentiment. When we changed 

the classification threshold value (ranging from 0.3 to 0.7), users’ total numbers of IRRs may change. 

However, a user with high IRRs will still tend to have high IRRs and thus his/her ranking among users 

does not change much (see Table A6).  To further illustrate this, we randomly select 5 users from the top 

50 users based on the IRR ranking with threshold 0.5. Table A7 lists their total IRRs and IRR rankings 

with different sentiment classification thresholds. Consequently, the IRR total metric performs 

consistently well in identifying IUs with different thresholds (see Table A8). 

 

Table A7. Example threads with sentiment change from the OP. 
Threshold=0.3 Threshold=0.5 Threshold=0.7 User 

Index Total IRR IRR Ranking  Total IRR IRR Ranking  Total IRR IRR Ranking  

1 357 13 335 11 283 15 

2 368 8 335 6 338 5 

3 258 23 229 25 195 31 

4 207 43 204 38 184 39 

5 198 48 193 44 194 39 



 

 

 

Table A8. Performance of IRR ranking with different thresholds values for sentiment classification. 

(using both IU List-1 and List-2). 

K=50 K=100 K=150 
Threshold values for 

sentiment classification 
Recall 

(max =0.397) 
Precision 

Recall 

(max =0.794) 
Precision Recall 

Precision 

(max=0.840) 

Pr(c=pos|mi)=0.5 0.349 0.880 0.627 0.790 0.762 0.640 

Pr(c=pos|mi)=0.3 0.349 0.880 0.610 0.770 0.754 0.633 

Pr(c=pos|mi)=0.4 0.349 0.880 0.603 0.760 0.746 0.637 

Pr(c=pos|mi)=0.6 0.349 0.880 0.603 0.760 0.754 0.637 

Pr(c=pos|mi)=0.7 0.349 0.880 0.603 0.760 0.762 0.640 

 

7. Threads included and excluded from our analysis  

When studying sentiment dynamics in threaded discussions, we focus on threads with at least one self-

reply and one responding reply. About 47% of all threads are included in the analysis. We compare the 

distribution of positive sentiment probability pr for initial posts from threads included and excluded from 

this study. Figure A1 shows that the two distributions are very similar and the selection bias is minimal in 

terms of sentiment expressed in initial posts.  

 

Figure A1. Distributions of sentiment probabilities for initial posts in threads with and without self-

replies. 

 



8. On probabilistic graph models 

Probabilistic graph models, such as Bayesian networks, have been widely used to represent conditional 

dependency and influence between random variables. However, such approaches may not be appropriate 

for studying influence in OHCs for the following reasons: 

(1) Influence in OHCs is contextual and may not be transitive. For example, A was able to 

influence B in a thread regarding how to handle family tension (A->B), and B influenced C (B->C) in 

another thread about the outlook of chemotherapy, it is difficult to infer the probabilistic influence 

relationship between A and C directly from the graph, without knowing what C is seeking in a thread and 

whether A will provide what C needs. 

(2) If we create a probabilistic graph among users, it will most likely be a cyclic graph. This is 

because in a peer-to-peer OHC, almost everyone is seeking support here. It would be rare to find someone 

who only influence others but do not get influenced. 

(3) Approaches such as Bayesian networks may have scalability issue when dealing with 27,000 

users (27k nodes in the network). Also, whenever there is a new thread with influence, the network will 

be updated, while the IRR metric is accumulative and does not need to check historical data.  
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