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Cue combination in ENS coding

Cue combination, as considered for example in [1], is a nonlinear operation in ENS coding. In

cue combination, evidence about a random variable v(t) is given in terms of the activity of

two ensembles of neurons xm
i and yn

j coding two distributions QX(v(t)) and QY (v(t)). The

activities of these two ensembles may result for example from the visual and auditory modality

respectively. The task is to combine this evidence in a posterior distribution P (v(t)) represented

by a third ensemble zl
k. If the activities in xm

i and yn
j are independent given the stimulus, then it

is optimal to combine the distributions multiplicatively such that the desired posterior is given

by P (v(t) = i) ∝ QX(v(t) = i)QY (v(t) = i). If xm
i and yn

j represent the distributions through

ENS coding, then a circuit with membrane potentials

um
i (t) =

1

L

∑

n

yn
i (t) − Idis(xm

i (t)) − I lat(t) (1)

combines the cues and zl
k represents the approximate posterior in ENS coding. Again, the

multiplication is approximated by disinhibition.
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