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Estimates for the parameters of interest and the causal effects are found using the Bayesian

model discussed in Section 3 of the paper. A MCMC algorithm is used with the steps summarized

as follows:

1. Update the missing PM potential outcomes

2. Update the missing SFD potential outcomes

3. Update θX = (γ ′, δ1)
′

4. Update θY = (α′, β1, β2, β3)
′

5. Update the variance components ξ2, σ0, and σ1.

For the update in the first step, we sample from the full conditional distribution for Xmis
i given

all other potential outcomes and parameters using the most recently sampled values of the other

parameters and potential outcomes. If the household of individual i is assigned to the control

group, Xi (1) is missing and we sample the missing PM potential outcome, denoted Xmis
i (1), from

a normal distribution with variance

σ2X1 =

[
1

σ21 (1− ρ2)
+

(β2 + β3)
2

ξ2

]−1
(1)

and mean

µX1 = σ2X1

[
1

σ21 (1− ρ2)

(
µ1i + ρ

σ1
σ0

{
Xobs
i (0)− µ0i

})
+
β2 + β3
ξ2

(
Ymis
i (1)−Z ′

iα− β1
)]

(2)
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where µ0i and µ1i are as defined in Section 3.2 of the paper, Xobs
i (0) is the observed value for

Xi (0), and Ymis
i (1) is the value for the missing SFD potential outcome, Yi (1). If the household

of individual i is assigned to the treatment group, Xi (0) is missing and we sample the missing PM

potential outcome, denoted Xmis
i (0), from a normal distribution with variance

σ2X0 =

[
1

σ20 (1− ρ2)
+
β22
ξ2

]−1
(3)

and mean

µX0 = σ2X0

[
1

σ20 (1− ρ2)

(
µ0i + ρ

σ0
σ1

{
Xobs
i (1)− µ1i

})
+
β2
ξ2

(
Ymis
i (0)−Z ′

iα
)]

(4)

where µ0i and µ1i are as defined in Section 3.2 of the paper, Xobs
i (1) is the observed value for

Xi (1), and Ymis
i (0) is the value for the missing SFD potential outcome, Yi (0).

For the update in Step 2, we sample from the full conditional distribution for Ymis
i given all other

potential outcomes and parameters using the most recently sampled values of the other parameters

and potential outcomes. If the household of individual i is assigned to the control group, Yi (1) is

missing and we sample Ymis
i (1) from a normal distribution with mean Z ′

iα+β1+(β2 + β3)X
mis
i (1)

and variance ξ2. Likewise, if the household of individual i is assigned to the treatment group, Yi (0)

is missing and we sample Ymis
i (0) from a normal distribution with mean Z ′

iα + β2X
mis
i (0) and

variance ξ2.

For the update in Step 3, we sample from the full conditional distribution for θX given all other

parameters and the potential outcomes using the most recently sampled values of the other param-

eters and potential outcomes. This full conditional distribution is a r + 1 dimensional multivariate

normal with variance

C =

[
Σ−1θX +

n∑
i=1

(
B

′
XiΣ

−1
X BXi

)]−1
(5)

and mean

C

n∑
i=1

(
B

′
XiΣ

−1
X Xi

)
(6)

where ΣθX is the diagonal matrix with diagonal elements
(
σ2γ1, . . . , σ

2
γr, σ

2
δ

)
, ΣX is the variance

matrix of the PM model in (3) in Section 3.2 of the paper, Xi is as defined in Section 3.2 of the
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paper, and BXi is a matrix with the first row equal to (W ′
i , 0) and second row equal to (W ′

i , 1).

For the update in Step 4, we sample from the full conditional distribution for θY given all other

parameters and the potential outcomes using the most recently sampled values of the other param-

eters and potential outcomes. This full conditional distribution is a s+ 3 dimensional multivariate

normal with variance

D =
[
Σ−1θY +B

′
Y 0Σ

−1
Y BY 0 +B

′
Y 1Σ

−1
Y BY 1

]−1
(7)

and mean

D
[
B−1Y 0Σ−1Y Y0 +B−1Y 1Σ−1Y Y1

]
(8)

where ΣθY is a diagonal matrix with diagonal elements
(
σ2α1, . . . , σ

2
αs, σ

2
β, σ

2
β, σ

2
β

)
, Σ−1Y is a n × n

diagonal matrix with diagonal elements equal to ξ2, BY 0 is a n × (s+ 3) matrix with the ith row

equal to (Z ′i, 0, Xi (0) , 0), BY 1 is a n×(s+ 3) matrix with the ith row equal to (Z ′i, 1, Xi (1) , Xi (1)),

Y0 is a n × 1 column vector with the ith element equal to Yi (0), and Y1 is a n × 1 column vector

with the ith element equal to Yi (1).

To sample values for ξ2 for the update in Step 5, we sample from the full conditional distribution

for ξ2 given all other parameters and the potential outcomes using the most recently sampled values

of the other parameters and potential outcomes. This full conditional distribution is a inverse

gamma distribution with shape a = c1 + n and scale

b = d1 + 1/2
n∑
i=1

[
Yi (0)−Z ′

iα− β2Xi (0)
]2

+ 1/2
n∑
i=1

[
Yi (1)−Z ′

iα− β1 − (β2 + β3)Xi (1)
]2

(9)

where the probability density function is of the form ba/Γ (a)
(
ξ2
)−(a+1)

exp
{
−b/ξ2

}
and Γ (·) is

the gamma function.

To sample values for σ0 for the update in Step 5, we sample from the full conditional distribution

for σ0 given all other parameters and the potential outcomes using the most recently sampled values

of the other parameters and potential outcomes. This conditional distribution is proportional to
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n∏
i=1

[
(2π)−1 |ΣX |−1/2 exp

{
−1

2
(Xi − µXi)

′
Σ−1X (Xi − µXi)

}]
× (10)

1

σ0
√

(2πm2
0)

exp

{
− 1

2m2
0

[log (σ0)]
2

}

where µXi = (µ0i, µ1i)
′
. This distribution is proper but intractable so to sample from this distribu-

tion, we use a log transformation and a random walk in this step.

Likewise, to sample values for σ1 for the update in Step 5, we sample from the full conditional

distribution for σ1 given all other parameters and the potential outcomes using the most recently

sampled values of the other parameters and potential outcomes. This conditional distribution is

proportional to

n∏
i=1

[
(2π)−1 |ΣX |−1/2 exp

{
−1

2
(Xi − µXi)

′
Σ−1X (Xi − µXi)

}]
× (11)

1

σ1
√

(2πm2
1)

exp

{
− 1

2m2
1

[log (σ1)]
2

}
.

This distribution is proper but intractable so to sample from this distribution, we again use a log

transformation and a random walk in this step.
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