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Here we provide details of the variational argument discussed in
the main text (section A), details of EMT (section B), evidence
that including localized modes does not improve the variational
argument (section C), information on the hard sphere numerical
simulations (section D), information on the soft-sphere numerical
simulations (section E), and evidence that the change in gap
distribution at finite δz does not affect our results (section F).

A. Variational Argument
In the main text we present a variational argument to bound the
density of vibrational states DðωÞ, using the floppy modes created
when bonds are cut from systems near zc. Here we present the
details of this argument.
First, we recall the argument of refs. 1 and 2, where bonds are

cut in blocks of size L. This requires cutting a fraction q∼ 1=L of
bonds. For a system at δz= 0, the density of induced floppy
modes per particle is simply ðdN − ð1− qÞNcÞ=ðdNÞ= q∼ 1=L.
The floppy modes will have large displacements at the cut bonds.
To create low-energy trial modes, we modulate the floppy modes by
plane waves of wavelength 2L, with nodes at the cut bonds. It can
be computed that after this distortion, the modes have a frequency
ωðqÞ∼ωc=L∼ωcq in the original, uncut system (1). A variational
inequality (3) implies that the number of modes per particle with
frequency smaller than ω,NðωÞ, satisfies Nð ffiffiffi

2
p

ωÞ≥ qð ffiffiffi
2

p
ωÞ=2. In

terms of scaling, this impliesNðωÞJ qðωÞ. The results discussed in
the main text follow.
Now we consider the modes created when the fraction q of

weakest links are cut, inducing a density q− δz=zc of floppy
modes. We make the key assumption that these floppy modes do
not decay appreciably with distance from the broken bonds, but
extend in the entire system, displacing particles by some char-
acteristic amplitude. On the one hand, this assumption is sup-
ported by the proof that in an isostatic system the response to
a local strain does not decay as a power law of distance (2),
unlike what occurs in a normal (well-connected) elastic medium.
On the other hand, this argument does not exclude the possi-
bility that floppy modes have a very large amplitude just where
the contacts were cut, and then a small background displacement
not decaying with distance. As discussed in the main text, when
we apply our results to hard spheres our assumption only holds
for a fraction of the contacts at low force.
By definition, the displacements of floppy modes are strictly

perpendicular to bonds, except at the broken bonds themselves. In
particular, if we cut the bond β, δRk

γ = 0 for all γ ≠ β. Our assumption
that floppy modes are extended means that δRk

β ∼ hjδ~Riji∼ 1=
ffiffiffiffi
N

p
,

where the average is made on all particles i and the last equation
reflects normalization.
Let δz≡ z− zc > 0. The fraction q of weakest extended bonds

has a characteristic stiffness k0 with
R k0
0 PðkÞdk= q, leading to

k0 ∼ kcq1=ð1+αÞ. A density q− δz=zc of modes in the system is floppy.
In the original system, these modes stretch or compress the fraction
q of weak springs of characteristic stiffness k0, and thus have a finite
energy of order E∝

P
βkβδR

k2
β ∼ qNk01=N = qk0, leading to a

characteristic frequency

ωðqÞ∝
ffiffiffiffi
E
m

r
∼ωcq

2+α
2+2α: [A1]

The variational inequality implies DðωÞJ ðq− δz=zcÞ=ω. This ar-
gument can be applied with any q � 1 such that q> δz=zc, implying
that ωJωcðδz=zcÞð2+αÞ=ð2+2αÞ. It is convenient to let q= rδz with
r> 1=zc. Then

DðωÞJ
r−

1
zc

ωc

�
ω

ωc

� α
2+α

[A2]

This leads to our central results discussed in the main text.
Assuming harmonic dynamics and equipartition, the covariance

matrix of displacements, Cij ≡ hδ~Riδ~Rji, is related to the matrix Mij

by Cij = kBTM−1
ij . Taking the trace of this expression, we find the

particles’ mean-squared displacement�
δR2

�
kBT

=
1
N

X
i

M−1
ii =

1
N

X
ω

1
mω2 =

Z
dω

DðωÞ
mω2 : [A3]

Using [A2] and kc=ω2
c =m, we obtain the bound

kc
�
δR2

�
kBT

=ω2
c

Z
DðωÞ
ω2 dω>ω2
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Z
ω>ω p

DðωÞ
ω2 dωJ

�
ω p

ωc

� −2
2+α

: [A4]

To estimate the shear modulus, we cut a fraction q= 2δz=zc of
the weakest links, so that the system is now floppy with a den-
sity of floppy modes δz=zc, and no elasticity. It was shown (4, 5)
that under an applied shear of strain «, the relative displace-
ment of particles (of order of the nonaffine displacement) is of
order e=

ffiffiffiffiffi
δz

p
, as observed numerically (4, 6, 7). In the uncut

system, this deformation has energy δE∼ qk0ðqÞðe=
ffiffiffiffiffi
δz

p Þ2, lead-
ing to a shear modulus

μ∼ k0 ∼ kcδz
1

1+α: [A5]

B. Effective Medium Theory
Our EMT is an extension of ref. 8. The difference in the present
work is to allow the bond stiffnesses and contact forces to follow
nontrivial distributions PðkÞ and Pðf Þ. For the latter, we consider

Pðf Þ=Cf f θe
− f

f ; [B1]

(θ= θf in the main text) with 0≤ θ< 1 and contact force law

f = k1jhjx; [B2]

where h is the gap at a contact (h< 0 for overlap). We are in-
terested in the cases −1≤ x< 0 and x> 1: The former (x< 0)
corresponds to hard particles, and the latter (x≥ 1) corre-
sponds to soft particles. We do not consider cusp-like poten-
tials 0< x< 1. We assume particle diameter σ = 1 so that k1 has
units of stiffness. The contact stiffness is k=−df=dh∝ jhjx−1.
This implies

PðkÞ=Ckkαe
−ðkkÞ

x
x− 1

; [B3]

with α= ð1+ xθÞ=ðx− 1Þ. We have α> 0 when x> 1 and α< 0 when
x< 0. The contact strain e is defined by e≡ hf i=hki. We take units
with k= 1.
As in previous work (8), we model a random elastic network of

coordination z by diluting a regular lattice of coordination z0 down
to z. The stiffness in contact α, kα, and the force in the contact, fα
are random variables distributed according to
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PEMTðkαÞ= ð1−PÞδðkαÞ+PPðkαÞ [B4]

PEMTðfαÞ= ð1−PÞδðfαÞ+PPðfαÞ; [B5]

where P= z=z0 to model the random dilution of the lattice.
In EMT, the elastic behavior of a random material, such as our

randomly diluted lattice, is modeled by a regular lattice with ef-
fective frequency-dependent stiffnesses; as in ref. 8, we will have
a longitudinal stiffness, kk, and a transverse stiffness, −ek⊥. Writing
· for the disorder average, the EMT equations are, from ref. 8
(correcting several typos in that work),

0=
kk − kα

1− ðkk − kαÞGk =
ek⊥ − fα

1+ ðek⊥ − fαÞG⊥; [B6]

where Gk and G⊥ are related to the Green’s function GðωÞ=
ðM−mω2Þ−1 by

Gk = nα · hαjGjαi · nα [B7]

G⊥ =
1

d− 1

h
tr
�hαjGjαi�−Gk

i
; [B8]

with hαj≡ hij− hjj. In the present case this leads to

0=
ð1−PÞkk
1− kkGk +

PCk

Gk

2
4− 1

Ck
+

β

Gk

Z∞
0

df
f θe−f

c+ f β

3
5 [B9]

0=
ð1−PÞek⊥
1+ ek⊥G⊥ +

PCf

G⊥

2
4 1
Cf

−
f
θ

G⊥

Z∞
0

df
f θe−f

c2 − f

3
5; [B10]

with β= 1− 1=x, c= ð1− kkGkÞ=Gk, and c2 = ð1+ ek⊥G⊥Þ=ðfG⊥Þ.
These equations need to be supplemented with an equation for
G. As in ref. 8, we consider a simplified continuum-like Green’s
function with a single elastic modulus, and whose isotropy has
been restored. This is

Gðr;ωÞ= z0
d
δ̂

Z
BZ

ddq

ð2πÞd
eiq·r

ðkk −~ek⊥Þq2 −mω2; [B11]

where BZ= fq : jqj<Λg is an approximate first Brillouin zone,
~e= ðd− 1Þe, and δ̂ is the identity tensor. Isotropy of G implies
an identity

Gk =G⊥ =
2d
z0

1
kk −~ek⊥

�
1+

mω2

d
tr
�
Gð0;ωÞ�

�
: [B12]

We solve Eqs. B9–B12 in the limit e � 1 and δz= z− zc � 1, for
ω � 1 (we now take m= 1). Based on previous results (8), we
expect jcj � 1 and jc2j � 1 (which can be checked a posteriori),
which allows an expansion

Z∞
0

df
f θe−f

c+ f β
=

8><
>:

−
cαπ

β sinðπαÞ+ . . . if − 1< α< 0

Γαβ + . . . if α> 0;
[B13]

with Γt =
R∞
0 xt−1e−xdx. From this result it can deduced that for

α> 0, the previous results of ref. 8 are obtained, up to prefactors
which depend on θ and x. Therefore, for soft particles with α≥ 0,
the scalings of ref. 8 are unchanged by stiffness heterogeneity,
and henceforth we only consider the case α< 0, corresponding to

an abundance of weak springs, as discussed in the main text. The
other integral is found similarly:

Z∞
0

df
f θe−f

c2 − f
=
Γθ+1

c2
+
Γθ+2

c22
+O

�
1
c32

�
: [B14]

The leading order EMT equations are then

0= kkGk −P+

�
1− kkGk

�α+1
P

Gkα+ 1Γθ+1

π

β sinðπjαjÞ [B15]

0= ek⊥G⊥ −
PfG⊥ðθ+ 1Þ
1+ ek⊥G⊥ : [B16]

Assuming ω �
ffiffiffiffiffiffiffiffiffiffiffi
kk=m

p
, it can be checked that

1
d
tr
	
Gð0;ωÞ
= A1

kk −~ek⊥
+ . . . ; [B17]

with

A1 =
z0
d

2π
d
2

Γd
2
ð2πÞd

8>><
>>:

Λd−2

d− 2
if d≥ 3

1
2
log

1
δz

if d= 2:

[B18]

The above equations can be solved for δz � 1 following the
procedure in ref. 8: We let

kk ∼ δzξ; ek⊥ ∼ δzη; e= ece′ [B19]

ec ∼ δzχ ; ω∼ δzζ [B20]

and balance terms in Eqs. B15 and B16. Note that e and δz are
independent parameters: In an elastic network they can be con-
trolled independently. Here ec is the critical contact strain at
elastic instability (8). One finds

ξ=
1

α+ 1
; [B21]

χ = η= 2ζ= 1+ ξ=
α+ 2
α+ 1

; [B22]

reproducing the scalings in the main text. To leading order, the
transverse stiffness is

k⊥ =
2d
z0

ðθ+ 1ÞΓθ+2−1
x

Γθ+2
[B23]

whereas the leading order equation for kk is

0= 2dA1ω
2 − kkδz+~ek⊥zc + kk

α+ 2
c3; [B24]

with c3 = πz0ð1− 2d=z0Þα+1ðz0=ð2dÞÞα=ðΓθ+1 sinðπjαjÞÞ. This is a
transcendental equation for kk that does not have an analytic
solution. However, we can determine some of its key properties.
We expect an onset frequency ω0 where the density of states

DðωÞ grows from 0. This requires that at ω0, jdkk=dωj=∞, giving

ω0 =ωp

ffiffiffiffiffiffiffiffiffiffiffiffi
1−

e
ec

r
; [B25]
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with ωp = δzζ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c4=ðzcA1Þ

p
, ec = δz2ζc4=ð2dðd− 1Þk⊥Þ, and c4 = ðc3

ðα+ 2ÞÞ−1=ðα+1Þ=η. The onset frequency ω0 vanishes at elastic in-
stability e= ec.
Below ω0, kk ≈ kkp ≡ kkðω0Þ= ðδz=ðc3ðα+ 2ÞÞÞ1=ðα+1Þ. For ω �

ω0, we find instead kk ≈ω2=ðα+2Þð−2dA1=c3Þ1=ðα+2Þ. Combining
these gives the approximate solution

kk ≈ kkp +ω
2

α+2

�
−
2dA1

c3

� 1
α+2

: [B26]

The density of states is determined by

DðωÞ= z0
πω

Im
h�

kk −~ek⊥
�
Gk

i
[B27]

=
2dA1

π
ωIm

�
1

kk −~ek⊥

�
+ . . . ; [B28]

which readily gives

DðωÞ∼

8>>>>>><
>>>>>>:

0 if ω<ω0

ω1+ 2
α+2 δz−

2
α+1 if ω0 <ω<ωp

ω1− 2
α+2 if ω>ωp:

[B29]

Debye behavior is absent below ω0, but would appear to next
order in δz (8).
For amarginally stablematerial, 1− e=ec � 1 so thatω0 = 0.Hard

spheres correspond to x=−1 and k1 = kBT ∼ 1 in our units. The
predicted behavior in this case is shown in Fig. 2, for d= 2, corre-
sponding to hard disks. Note that for hard disks, assuming θ≈ 0:41,
we have α=−0:30, 1+ 2=ðα+ 2Þ= 2:17, and 1− 2=ðα+ 2Þ=−0:17.
The shear modulus is μ= kkðω= 0Þ. When e= 0, we find

μðe= 0Þ=
�
δz
c3

� 1
α+1

; [B30]

whereas when e= ec, μðe= ecÞ= kkp, so that μ is smaller by a factor of

μðe= 0Þ
μðe= ecÞ= ðα+ 2Þ 1

α+1 [B31]

at instability. Note that when α= 0 we recover the factor 2 found
in earlier theory (8, 9).
Finally, as in ref. 8 we can extract the asymptotic behavior of the

Green’s function for large r. To leading order, logðGðr;ωÞÞ∼
− r=ℓsðωÞ+ iωr=νðωÞ, where ℓsðωÞ=−ω−1jΔkj=Im½ ffiffiffiffiffiffi

Δk
p � and

νðωÞ= jΔkj=Re
	 ffiffiffiffiffiffi

Δk
p 


are, respectively, the scattering length and
sound velocity at frequency ω. Here Δk= kk −~ek⊥. The former
behaves as

ℓsðωÞ∼

8>>>>>><
>>>>>>:

∞ if ω<ω0

ω−4+α
2+α δz

3
2α+2 if ω0 <ω<ωp

ω−1+α
2+α if ω>ωp;

[B32]

whereas the latter is instead

νðωÞ∼

8>>><
>>>:
δz

1
2+2α if ω<ωp

ω
1

2+α if ω>ωp:
[B33]

We expect that a Rayleigh scattering regime would appear for
ω<ω0, at the next order in δz. From these results we note par-
ticularly that ℓsðωpÞ∼ δz−1=2.
The above results give the leading order behavior when δz � 1.

In d= 2, the next terms are smaller only by a factor ∼ 1=
ðlog 1=δzÞ, leading to significant corrections. Therefore, the plot
in Fig. 2 uses the full form of the Green’s function, i.e.,

1
d
tr
	
Gð0;ωÞ





d=2
=
A1

Δk

	
log

�
ΔkΛ2 −ω2�− log

�
−i0+ −ω2�
;

[B34]

with A1 = z0=ð8πÞ. In d≥ 3 the next terms are smaller by powers
of δz and this problem does not arise.

C. Localized Modes
In the variational argument presented in the main text, we only
opened those contacts that led to extended displacements. Here
we show that also opening localized contacts, or some fraction of
the two populations, do not improve this result.
We use the characterization of small forces described in ref. 10.

Each contact α= hiji (between particles i and j) in an isostatic
packing is opened, and the resulting displacement field is mea-
sured. Using the fact that the packing is isostatic, the contact
force fα can be written in terms of the resulting displacement
field δR

�!ðαÞ
. In particular, each force can be written as

fα = fcbαWα; [C1]

where fc is a typical force, bα characterizes the strength of far-field
displacements relative to the displacements of i and j, and Wα

characterizes the coupling strength between the displacement
δR
�!ðαÞ

and the confining stress (an isotropic pressure in the case
considered). In particular, displacements scale as

δR
�!ðαÞ

i ∼ δR
�!ðαÞ

j ∼C; [C2]

δR
�!ðαÞ

k ∼ bC; k≠ i; j; [C3]

where 1=C2 ∼ 2+ b2N is a normalization constant.
A contact force can be small in two ways: Either the far-field

displacement field has a small amplitude, bα � 1, corresponding
to localized modes, or the displacement δR

�!ðαÞ
is weakly coupled

to the confining stress, Wα � 1, corresponding to extended modes.
For small values of b and W, it was found that

PðbÞ∼ bθℓ ;PðW Þ∼W θe ; [C4]

and furthermore that b and W are approximately independent.
We assume that θe > θℓ, as confirmed by numerics, and as implied
by marginal stability relations discussed in the main text.
We want to allow, in the variational argument, the possibility of

cutting weak links with a certain mix of localized and extended
properties. A convenient way to do so is to cut links along the curve

b=W η [C5]

in ðb;W Þ space, with 0< η<∞, so that f ∼ b1+1=η. When η→ 0, we
cut links independently of b, corresponding exclusively to ex-
tended contacts. When η→∞, we cut links independently of
W, corresponding exclusively to localized contacts.
Suppose we cut a fraction q of contacts from an isostatic

packing. Then the induced ∼ qN floppy modes will have displace-
ments scaling as in [C2], but where i and j correspond to any of the
particles adjacent to the cut contacts. Modifying accordingly the
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normalization constant C, the energy of a typical mode in the
original uncut system will be

E∼
qNk0

qN + b2N
=

qk0
q+ b2

; [C6]

where the stiffness k0 is determined by q=
R k0
0 PðkÞdk. This corre-

sponds to a force f0 with q=
R f0
0 Pðf Þdf . It follows after some alge-

bra that q∼ f 1+ðηθℓ+θeÞ=ð1+ηÞ0 and b2 ∼ q2η=ð1+η+ηθℓ+θeÞ. Fixing q � 1,
the best bound is obtained by minimizing the energy EðqÞ because
this corresponds to the smallest frequency for a given amount of cut
contacts, and therefore the largest DðωðqÞÞJ q=ωðqÞ. There are
two cases.

Case i: Predominantly Localized Contacts q≫ b2. The condition
q � b2 requires η> η0 with η0 = ð1+ θeÞ=ð1− θℓÞ. In this case,
E∼ k0 ∼ f 20 ∼ qg1ðηÞ with g1ðηÞ= 2ð1+ ηÞ=ðη+ ηθℓ + 1+ θeÞ. It can be
checked that g′1ðηÞ> 0 for all η, so that the energy is minimized at
the largest value of η, i.e., η→∞. In this case,

Eη→∞ ∼ q
2

1+θℓ : [C7]

Case ii: Predominantly Extended Contacts q≪ b2. The condition
q � b2 requires η< η0. In this case, E∼ qk0=b2 ∼ qg2ðηÞ, with

g2ðηÞ= 1+
2

1+ η+ ηθℓ + θe
: [C8]

It can be checked that g′2ðηÞ< 0 for all η, so that the energy is
minimized at the smallest value of η, i.e., η→ 0. In this case,

Eη→ 0 ∼ q1+
2

1+θe : [C9]

Now we note that 1+ 2=ð1+ θeÞ> 1+ 2=ð1+ 1Þ= 2 and 2=
ð1+ θℓÞ< 2. This implies that Eη→ 0 � Eη→∞, and therefore
the smallest energy is attained when choosing only the extended
contacts.

D. Hard-sphere Numerical Simulations
We simulate hard disks using an event-driven molecular dynamics
code (11) in which particles are in free flight until they collide
elastically. The system is 50:50 bidisperse, with a size ratio of 1.4.
We take units with small diameter σ1 = 1, mass m= 1 (the same for
both species), and kBT = 1, so that time is measured in units offfiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mσ1=ðkBTÞ

p
. To generate very large packings, we start with ran-

dom configurations at very low density and use the Lubachevsky–
Stillinger algorithm, in which particles are inflated (12). The particle
inflation rate Γ varies with pressure p as Γ= 10−3 up to p= 102

and Γ= 10−5 up to p= 1012. At p= 1012 the packing fraction is
distributed around ϕc ≈ 0:83. This protocol generates isostatic
packings at ϕc, as was explicitly checked in all of the packings
used. To obtain configurations at ϕ<ϕc, particles are then de-
flated by a relative amount «, and assigned random velocities.
Note that ð1=2ÞNzkBT = pðV −VcÞ≈ pðϕc −ϕÞN3π=ð2ϕ2

cÞ so that
pðϕc −ϕÞ≈ 0:29kBT.
To measure the vibrational spectrum of hard disks, it is nec-

essary to define a contact force network within an interval of time
τ (13, 14). Two particles are said to be in contact if they collide
with each other during τ. In this same interval, we define hij as
the average gap between two particles, and the contact force fij as
the average momentum they exchange per unit of time. We can
then define an effective potential Veff =−kBT log hij (13, 14),
which allows a computation of the dynamical matrix M. In this
work we choose τ= 1;000N collisions and N = 4;096 particles.
For larger τ, the vibrational spectrum does not change in the
frequency range shown.

E. Soft-Sphere Numerical Simulations
We prepare 3D isostatic packings of bidisperse soft spheres, of
which half are large and half are small, with the ratio of their
respective radii set to 1.4. With ρi denoting the radius of the ith
particle, and rij denoting the pairwise distance between the
centers of particles i and j, the pairwise potential reads ϕðrijÞ=
ðk=2Þðrij − ðρi + ρjÞÞ2, where k is the stiffness. We generate iso-
static packings by performing a fast quench of a random config-
uration using the fast inertial relaxation engine (FIRE) algorithm
(15) and applying compressive or expansive strains followed by
additional quenches to obtain the target coordination of zc = 6.
We choose the stopping condition of the quenches to be��~Fmax���hf i< 10−8, where

��~Fmax�� is the magnitude of the maxi-
mum (over all particles in a packing) of the net force and hf i is the
mean contact force. We note that for our largest systems of
N = 8;000 particles, the isostatic point occurs at dimensionless
pressures of the order 10−9 or smaller; equilibrating packings
mechanically at such pressures requires quad floating point pre-
cision numerics.
For the sake of comparison, we have also prepared an ensemble

of monodisperse isostatic packings of N = 4;000, using the same
procedure described above. The associated distribution of con-
tact forces Pðf Þ is presented in Fig. S1. We find Pðf Þ∼ f θf with
θf ≈ 0:22, which is slightly larger than what we observe in the
bidisperse isostatic packings, suggesting that θf might not be
universal.
To obtain accurate statistics on force distributions, for the

binary packings we used 1,000, 4,000, and 10,000 configurations
for system sizes N = 8;000, N = 1;000, and N = 124, respectively.
The distribution for the monodisperse packings are measured in
1,000 configurations of packings of N = 4;000 particles.

F. Effect of Change of Stiffness Distribution with ϕ
In the main text and in the EMT described above, we have as-
sumed that the shape of the distribution of stiffnesses, PðkÞ, is
independent of δz and e. For hard spheres, we have f = kBT=h
and k= kBT=h2, where h is the average gap between particles,
given that they share a contact (in the sense of ref. 14). The main
effect of changing ϕ is to rescale the characteristic stiffness k0,
which is included in our approach. However, as discussed in ref.
16, one expects the rescaled distribution of gaps (and therefore
of stiffnesses) to evolve as ϕ departs from ϕc at weak forces.
Here we argue that this evolution, and the presence of additional
contacts at large distance and small force, does not alter our
prediction on κ. For simplicity we shall consider that all particles
at distance hK 1 share a contact (a scenario presumably much
worse than what occurs in packings where contacts are plausibly
not made as soon as h � h† defined below). We let kBT = 1.
The hard-sphere gap distribution gðhÞ has two scaling regimes

(denoted Ib and IIIb in ref. 16) and an intermediate matching
regime (denoted IIb in ref. 16). In the first scaling regime, cor-
responding to gaps that become contacts in the limit p→∞,
we have

gðhÞ∼ pðhpÞ−2−θf if h∼ p−1: [F1]

In the second scaling regime, corresponding to gaps that are small
but not zero, as p→∞, we have

gðhÞ∼ h−γ if h∼ 1: [F2]

In ref. 16, these forms are shown to match smoothly in an in-
termediate regime h∼ p−μ with μ= ð1+ θf Þ=ð2+ θf − γÞ. Here it
will be sufficient to eliminate this intermediate regime by joining
the two primary distributions at an intermediate gap size h† ∼ p−μ.
We also truncate gðhÞ at microscopic and macroscopic gap sizes
δ � p−1 and hL ∼ 1. We therefore consider
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gðhÞ∼
�
pðhpÞ−2−θf if δ< h< h†
C2h−γ if h† < h< hL:

[F3]

This implies

PðkÞ=C1

k
3
2

8>>><
>>>:

p
�

pffiffi
k

p
�−2−θf

if k† < k< 1
�
δ2

C2k
γ
2 if kL < k< k†;

[F4]

where kL = 1=h2L and k† = 1=h2†. The constants C1 and C2 in these
expressions are set by requiring that PðkÞ is normalized, and the
distribution is continuous at h†. This implies C2 = p−1−θf kð2+θf−αÞ=2† .
As discussed in the main text, we consider only the subset of

extended contacts, in effect replacing θf with θe in this expression.
Then because −3=2+ 1+ θe=2= α and the cutoff 1=δ2 plays the
same role as an exponential cutoff (as in Eq. B3), this distribu-
tion differs from what is considered in the main text by the ul-
traweak force regime k< k†. To show that the presence of this

regime does not affect our results, we estimate its relative con-
tribution to the energy in a typical mode, R, as

R=

Z k†

kL
dk kPðkÞ

Z 1
δ2

k†
dk kPðkÞ

[F5]

∼ p1+2θeδ4+2α: [F6]

We can let δ∼ p−ν with ν≥ 1, which implies RK pθe−2. This goes to
zero as p→∞, so to leading order the ultraweak springs contain only
an infinitesimal fraction of energy, and will not affect our results.
We note that our prediction for δzðpÞ discussed in the main text

is satisfied in the numerics of ref. 16, if the contact network is
assumed to consist of those particles whose gap is smaller than
h∼ h†. Because our estimate of R assumes contacts are made for
hK 1, we expect that R is in fact an upper bound on the con-
tribution of the ultraweak forces.
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Fig. S1. Distribution of rescaled contact forces PðfÞ measured in isostaticN= 4; 000 packings of monodisperse harmonic spheres in three dimensions.
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