
Appendix S2. Additional model details  

Derivation of objective function 1: Maximise expected probability of detection 

As shown in the main text, the cumulative density function (cdf) for the probability of failed-

detection, Q, is given by, 

 F(q)  = P(Q < 𝑞), 

  = 1 −
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where m and v are the mean and variance of X = ln(A) as defined above and erf is the error 

function. The expected value of Q is obtained using the standard formula: 
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Substituting for m and v we obtain an expression for the expected value of Q in terms of the 

mean µ and variance σ
2
 of the detection rate λ, number of surveys n and the length of each 

survey t: 
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The expected value of Q needs to be minimized subject to the constraint B = n(c + t), where B 

is the total time budget and c and t are the fixed and variable time associated with each survey 

respectively.  Setting t = B/n – c and substituting this into Equation 2, we get 
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Observe that the budget and fixed cost appear in the equation multiplied by the mean 

detection rate µ. Further, 1/µ is the expected time until the first detection. Consequently, if we 

express the budget and fixed cost in terms of mean time until first detection, B'= Bµ and c'= 

cµ, we see that the above expression depends only on three parameter combinations: B', c' and 

the coefficient of variation θ = σ/µ.  
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Analytical approximation 

We derive an analytical approximation for E[Q] using Laplace’s approximation: 

∫ 𝑓(𝑞)ⅆ𝑞 ≈ exp {ℎ(𝑞∗)} (−
2𝜋

ℎ′′(𝑞∗)
)
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,      (2) 

where h(q) = ln f(q) and the global maximum of h(q) occurs at q
*
. For the integral in equation 

A1 we have, 
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Setting h'(q) = 0 we find the maximum value of h occurs at q
*
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Evaluating h(q) and h''(q) at q
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Substituting  into (A2) and simplifying we get 
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Differentiating with respect to n we find that the optimal number of surveys, n
*
, is the solution 

to the implicit equation  

B' = 
𝜃2(𝑛+𝜃2)3 2⁄ +c′𝑛5/2(2𝑛+5𝜃2)
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subject to the condition  
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≥ 𝑛 ≥1. We can rewrite this as 
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For large n, the second term, 
1

3
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)3 2⁄ , tends to be relatively small. By dropping this term 

and solving for n we get the following approximation for the optimal number of surveys: 

n
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For the range of parameters we considered, the approximate analytical solution was very 

similar to the number of surveys that maximises the Laplace approximation of the mean 

detection probability (unpublished data). Consequently, we only show results for the exact 

solution and the approximate solution given by equation A3.   

Derivation of Objective function 2: Satisfy a prescribed detection target 

When the probability of failing to detect the species is required to be no more than Qc (i.e. the 

probability of detection is required to be at least 1 – Qc), from equation A1 we have 

P(Q < Qc) = 1 −
1

2
(1 + erf[

−𝑚+ln (− ln 𝑄𝑐)

√2√𝑣
]),        

where m and v are the mean and variance of X = ln A respectively and erf is the error function. 

Since the error function is an increasing function, maximising the probability Q < Qc is 

equivalent to minimising  
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Differentiating and setting the derivative equal to zero, we find that n* is the solution to the 

implicit equation: 

ln(𝑄𝑐) = −(𝐵′ − 𝑛𝑐′) (1 +
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𝑛
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such that 
𝐵′

𝑐′
≥ 𝑛 ≥ 1.  

Analytical approximation 

After observing that the numerical solution is relatively insensitive to coefficient of variation, 

we derive an analytical approximation for the second objective function by considering the 

asymptotic solution to equation A4 as the coefficient of variation tends to zero. We have, 

lim𝜃→0 ln(𝑄𝑐) = − lim
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 = −ⅇ
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So in the limit as θ goes to zero, n* is the solution to the implicit equation 

ln(Qc) = −ⅇ
−
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+ ln(𝐵′) + ln (1 −
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For smallish n, c'n/B' < 1, hence we can approximate ln(1- c'n/B') by -c'n/B'.   Substituting 

this back into equation A5 and solving for n, we get the following approximation for the 

optimal number of surveys: 

𝑛∗ ≈
𝐵′

2𝑐′
(3 − 𝑋 + ln (𝐵′) − √9 + (−2 + 𝑋)𝑋 + ln (𝐵′)(2 − 2𝑋 + ln (𝐵′))), 

where X = ln(-ln(Qc)).        


