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SI Materials and Methods
VSD Models Generation. The crystal structure of the Kv1.2 channel
was solved in the activated–open state (1) and a refined structure
was proposed by Chen et al. in 2010 (2). To produce models of
other states of the Kv1.2 VSD, we used a procedure similar to the
one described in Wood et al. (2012) (3). Building alignments in
which the S4 stretch is shifted by three residues (corresponding to
one helical turn) toward the N terminus produced a homology
model of a first intermediate state downward of α, which we call β,
using the nomenclature proposed in previous work (4, 5). The
alignments in which S4 is manually shifted by 6, 9, and 12 residues
relative to the original alignment produced states closer to the
resting state, called γ, δ, and e. Note that this procedure results in
states that are more stable than the steered MD procedure de-
vised by our group earlier (5, 6).

System preparation. The δ- and e-state models of the VSD of
Kv1.2 [residues 163 (S1) to 324 (S4–S5 linker)] were then in-
serted in a fully hydrated 110 × 110-Å2 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine bilayer oriented in the x–y plane using
the VMD membrane builder. Overlapping lipids and water
molecules were then deleted. The system was then ionized
in 0.15 M NaCl. The total number of atoms in the system
is ∼100,000.

Molecular Dynamic Simulations. The systems were equilibrated
under normal constant temperature and pressure conditions (298 K,
1 atm) in a 150 mM NaCl solution. The lipid tails were melted
during the first nanosecond, restraining the position of the
protein, lipid head groups, water molecules, and ions to their
initial position with a strong harmonic potential. To ensure
correct reorganization of the lipids and solution, the positions
of all of the atoms of the channel were then restrained for 2 ns.
The side chains were then allowed to reorganize while the
backbone was kept restrained for 8 ns. Lastly, a 100-ns un-
restrained MD simulation was conducted, enabling the system
to relax. The MD simulations were carried out using the
GROMACS 4.6.5 program (7) using a 2.0-fs time step. Bond
lengths were constrained with the LINCS algorithm (8) and
SETTLE was used for water molecules (9). Long-range elec-
trostatic forces were taken into account using the particle
mesh Ewald approach (10). A 1.2-nm cutoff was used for
electrostatic and van der Waals interactions, with a switching
function starting at 0.8 nm. Simulations were performed at
300 K by using a Nosé–Hoover thermostat (11). Semiisotropic
pressure control was achieved by the Parrinello–Rahman
barostat (12). The water molecules were described using the
TIP3P model (13). The simulation used the CHARMM22-
CMAP force field with torsional cross-terms for the protein
(14) and CHARMM36 for the phospholipids (15).

Considerations on the Choice of the Collective Variables. A “good”
collective variable enables crossing the free-energy barrier in a
reasonable amount of simulation time and leads to convergence
of the free-energy surface. Clearly these properties can be only
verified a posteriori, thus the choice of collective variables pro-
ceeds, in general, through a trial and error process.
Our first attempt has been to use the so-called path collective

variables (16). In this approach two collective variables are used
to describe a reaction pathway in a high dimensional space: the
distance along the pathway and the distance from the pathway.

Because several distinct distances can be defined in the config-
urational space, we tried one based on the rmsd and another one
based on contact maps. What turned out to be problematic with
these collective variables was their degree of “degeneracy,” i.e.,
the fact that a given value of the collective variable corresponds to
a heterogeneous set of microscopic configurations. When this
heterogeneity is too large, then equilibrium among these micro-
scopic configurations is never achieved. In this scenario, applying
a biasing potential to modify the current value of the collective
variable might not be an effective strategy to improve sampling.
In practice, forcing a change in the value of the collective vari-
able results in the system relaxing along the “soft” degrees of
freedom without ever exploring the “hard” ones. Based on these
considerations, we decided not to use the gating charge to bias
the dynamics, even though this specific collective variable was
never tested.
It is also instructive to comment on the empirical tuning of the k

parameter for the CVR1 and CVR3 collective variables used in this
work. For too-small values of k, the biasing potential did not
promote crossing of the VSD hydrophobic barrier by R1. Rather,
this gating charge dwells for a long time in one of the two binding
sites before any jump occurs.

Gating Charge Expression. The gating charge Q can be linked to
the microscopic state of the channel through

Q=
ΔGðλ2;V Þ−ΔGðλ1;V Þ

V
;

where V is the transmembrane (TM) potential. For each channel
conformation (λ), ΔG(λ,V) is the reversible work component
due to the applied voltage V. It relates the conformation of
the channel to δðrλi Þ, the so-called “electrical distance” (17):

ΔGðλ;V Þ=Gðλ;V Þ−Gðλ; 0Þ=ΔV ·
X

i

qi · δ
�
rλi
�
;

where λ ≡ {. . .rN} is the set of N atomic coordinates of the pro-
tein in a conformation λ, qi is the ith protein charge, and δðrλi Þ is
the electrical distance, given by

δðrÞ= ∂
∂V

ΦðrÞ:

This quantity accounts for the degree of coupling between the local-
electrostatic potential at the position of charge qi, the electro-
static potential Φ(r), and the TM applied potential V.
In practice, δðrλi Þ is evaluated for each protein configuration λ by

carrying out two independent simulations of the system under two
different TM potentials V (4). For each V, the local-electrostatic
potential Φ(r) is then calculated as an average over n = 100
configurations sampled along 2 ns of simulation. For a given
conformation λ, the electrical distances were estimated with δ ≡
[φλ(r,ΔV2) − φλ(r,ΔV1)]/(ΔV2 − ΔV1).
Here, δλi ðzÞ is approximated by the best fit of the measured

electrical distance in the γ-state by the generalized logistic func-
tion (Fig. S2):

δðzÞ= 1
1+ e−αðz−βÞ

;  with α= 1:80654 and β= 0:0949:
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Fig. S1. Electrical distance along the VSD main axis computed as δ ≡ [φλ(r,ΔV2) − φλ(r,ΔV1)]/(ΔV2 − ΔV1). The best fit by the generalized logistic function is
shown in dashed red.

Fig. S2. Evolution of the reweighted free-energy profile as a function of the gating charge Q collective variable along the simulation time.
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Table S1. Parameters of the switching and fitting functions
used to describe the contacts between pairs of residues

Salt bridge partners d0, nm r0, nm a b c

R=K� PO�
4 0.445 0.041 0.51 6.95 0.32

R-E/D 0.395 0.018 0.46 7.78 0.82

The parameters for the switching functions d0 and r0 were determined to
fit the equilibrium distribution of distances between pairs of salt bridge
partners. The fitting function is used to describe the binding in a quasi-binary
fashion (a group is either bound or unbound irrespective of the number of
binding partners). a, b, and c are the parameters of a generalized logistic
function and ensure that the distance at half-binding matches the one of
the equilibrium distribution.
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