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In this section we adopt a notation analogous to the Methods and Materials section in the main text,
where vector x = (x1, . . . , xn) indicates concentrations of regulators (pA, pM ), and may comprise in
addition global physiological effects, depending on the context of use. What follows applies identically
for all target genes of interest, i.e. tar in the main text. Let f(x) be the promoter activity of one gene of
interest. For network inference, where f is a-priori unknown, we use the minimal sign pattern method
of [1]. The method relies on two assumptions:

1. f(x) is monotone in every xj , with j = 1, . . . , n.

2. A set of measurements D = {(x̄k, f̄k) : k = 1, . . . ,m} of the concentration vectors x and the
corresponding target promoter activities f are available, along with confidence intervals f̄k±εk and
x̄k ± ek.

Assumption 1 reflects the hypothesis that no regulator can act as an activator as well as a repressor of a
given gene (see [1] and references therein), though the same regulator can be an activator for one gene
and a repressor for another. We may thus define the sign pattern π = (π1, . . . πn) of f by posing πj = 1 if
f is increasing in xj , πj = −1 if f is decreasing in xj , and πj = 0 if f is independent of xj , j = 1, . . . , n.
The sign pattern encodes the directed, signed graph of the regulation of the gene under consideration
by all possible regulators in the network (compare Fig. 1B-E in this text). For assumption 2, data may
come from several reporter gene experiments (different strains and media) and is provided in the required
form by the processing of Text S3, where (x̄k, f̄k) is the measurement average at time tk, while ek and
εk are fixed to twice the standard error of the mean (x̄k, f̄k).

The rationale of the procedure for eliminating hypotheses from the set of all candidate sign patterns
is the following [1]. Given any two concentration vectors x′ and x′′, for all j = 1, . . . , n the implication

πj(x
′′
j − x′j) ≥ 0⇒ f(x′′) ≥ f(x′)

is satisfied by the very definition of the sign pattern π of f . Therefore, for a hypothetical sign pattern π̄
and perfect measurements (εk = ek = 0 for all k), any two data points (x̄′, f̄ ′) and (x̄′′, f̄ ′′) that falsify
the implication allow one to conclude that π̄ is not the sign pattern of f . In particular, if f̄ ′′ < f̄ ′, the
sign pattern π̄ defined by π̄j = 1 if x̄′′j > x̄′j , π̄j = −1 if x̄′′j < x̄′j , and π̄j = 0 otherwise, is inconsistent
with the data. In addition, any subpattern of π̄, i.e. a pattern π̃ whose nonzero entries are equal to the
corresponding entries of π̄ (denoted with π̃ v π̄), is also inconsistent with the data, since the implication
above is still violated. This test is easily robustified to account for measurement uncertainties. For any
data point (x̄, f̄) ∈ D, let (x̂, f̂) and (x̌, f̌) indicate the confidence bounds f̂ = f̄ + ε and f̌ = f̄ − ε, in
the same order, and similarly x̂j = x̄j + ej and x̌j = x̄j − ej , with j = 1, . . . , n. Let the complexity C

aThis text contains supplementary information for the paper “Inference of quantitative models of bacterial promoters
from time-series reporter gene data”.

1



of a sign pattern π be the number of nonzero entries of π. The algorithm is divided into two phases,
conceptually organized as follows (see Figure 1 in this text for reference).
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Figure 1. Computation of inconsistent and minimal consistent sign patterns from data. An example
of the method explained in this text is shown for the regulation of gene 3 in a hypothetical network with
genes 1,2,3. A: From top to bottom, example time profiles and corresponding confidence intervals (thin
black lines) for the concentrations of the proteins encoded by genes 1,2,3 and the synthesis rate of gene 3.
Only the two data points (x′, f ′3) and (x′, f ′′3 ) are considered in this example. Non-overlapping confidence
intervals of f ′3 and f ′′3 (reported next to each other for ease of comparison by the red and pink shaded

regions) imply f̂ ′′3 < f̌ ′3. Similarly, non-overlapping confidence intervals for x′1, x
′′
1 and x′2, x

′′
2 imply x̂′′1 < x̌′1

(π̄1 = −1) and x̌′′2 > x̂′2 (π̄2 = 1), respectively, while confidence intervals for x′3 and x′′3 overlap (π̄3 = 0).
Whence, π̄ = (−1, 1, 0). If this was the sign pattern of f3, then f3(x) should increase for x′1 decreasing to
x′′1 and x′2 increasing to x′′2 (x3 is irrelevant in the hypothesis π̄3 = 0), whereas the observation says that

f̂ ′′3 < f̌ ′3. Pattern π̄ = (−1, 1, 0) is thus inconsistent with the data. B - E: Regulation patterns for gene 3,
corresponding to the consistent sign patterns of f3 deduced from the inconsistent patterns Π̄ = {π̄} obtained
in A. Circles represent genes; directed arcs represent regulation of the target gene 3 by regulator j, with
j = 1, 2, 3; arrow ends represent activation (πj = 1), line ends represent inhibition (πj = −1). Black arrows
represent the minimal consistent sign patterns (1, 0, 0) in B, (0,−1, 0) in C, (0, 0, 1) in D, and (0, 0,−1) in
E. Every consistent pattern is obtained from one of the cases B - E by turning the corresponding πj = 0 into
either πj = −1 or πj = 1.
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Computation of inconsistent patterns Π̄ from data D

• Set Π̄ = ∅

• For all pairwise different data points (x̄′, f̄ ′) and (x̄′′, f̄ ′′) in D:

If f̂ ′′ < f̌ ′

– Define π̄ = (π̄1, . . . , π̄n) by π̄j =


1, x̌′′ > x̂′

−1, x̂′′ < x̌′

0, otherwise

, with j = 1, . . . , n

– Include π̄ in Π̄

• Return Π̄

At this stage, a generic pattern π is inconsistent if and only if π v π̄ for some π̄ ∈ Π̄ [1].

Computation of minimal consistent patterns Π∗ from Π̄

• Set Π∗ = ∅

• For C = 0, 1, . . . , n:

– Enumerate all possible patterns π of complexity C

– For every such π:

If @ π̄ ∈ Π̄ such that π v π̄ (π is consistent), and

If @ π∗ ∈ Π∗ such that π∗ v π (π is minimal consistent), then

Include π in Π∗

• Return P ∗

At this stage, a generic pattern π is consistent if and only if π∗ v π for some π∗ ∈ Π∗ [1].

In practice, the above operations can be made computationally efficient. Notably, in our implemen-
tation, “for” loops and “if” tests are replaced by suitable algebraic and Boolean matrix operations in
Matlab. Notice also that the above method applies in the same way when the protein concentrations
are replaced by promoter activities.

Intersection of analyses from different datasets

As a final comment, we discuss the situation where one has several datasets for the analysis of the same
model. A natural question arises as to how joint analysis of all datasets compares with the separate
analysis of the individual datasets (see for instance Figure 11 in the main text). Consider, without loss
of generality, two datasets D1 and D2 (each being a set of couples of the type (x̄, f̄)). Let Π∗1, Π∗2 and
Π∗ be the set of minimal sign patterns consistent with D1, D2 and D1 ∪D2, in the same order. Similarly
let Π1, Π2 and Π be the set of all patterns consistent with D1, D2 and D1 ∪D2, again in the same order.
One can easily prove that

Π∗ ⊆ Π ⊆ Π1 ∩Π2.

The relation between Π∗1, Π∗2 and Π∗ is less obvious. Consider for example a regulation function with
three putative regulators, and suppose that, upon analysis of D1 and D2, one finds Π∗1 = {(1, 0, 0)} and
Π∗2 = {(0,−1, 0)}. Then Π1 is composed of all patterns with a 1 in first position, and Π2 is composed of all
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patterns with a −1 in second position. Then Π is contained in the set of all patterns π = (π1, π2, π3) with
π1 = 1 and π2 = −1 and any π3. Assuming that no patterns are invalidated, based on the comparison
of one data point in D1 and one in D2, equality Π = Π1 ∩Π2 holds, whence the minimal consistent sign
pattern set corresponding to Π is Π∗ = {(1,−1, 0)}.
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