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Supplemental Methods 

SNP PCR detection of de novo CNVs 
We designed the PCR primers below to flank SNPs that were informative in both 090 and HF1 

fibroblasts and that conferred a restriction fragment length polymorphism.  PCR was performed on HF1 
genomic DNAs (Gentra PureGene) from APH-treated cell clones, followed by digestion with the 
indicated restriction enzymes and agarose gel electrophoresis.  

gene SNP 
primers 

forward/reverse, 5’-3’ 
restriction 

enzyme 
LSAMP rs2090584 TGTAACGGCACAAACTTACAGT 

TGTCCTTGAGCAGCAGTTTC 
MboII 

DAB1 rs1504589 TTCCCTGCCAGACCATATTC 
TTCACACTTGAGCAGGATG 

StyI 

DAB1 rs35453940 GGTGACTGGTTAAGCAGTGC 
ACAAGAAACCGAGGCTCAGA 

SfcI 

DAB1 rs12566928 GCCATCTTCTTCTCGCTGTG 
CAGCCTGCATTCATCCATCC 

PsiI 

DAB1 rs79114629 CCCATTCTCACCACAGACCA 
TCTCTCTGTGCTTGGGGATC 

BccI 

DAB1 rs1408138 TGCCCACATCATGCAGAGTA 
GAATCGCTTCCTTCCGTTCC 

XcmI 

DAB1 rs4087335 TGAGACTGCCGGCATTAAGA 
GAGCTGCAATTTGGACCCAT 

RsaI 

Bioinformatics pipeline 
An HTML-formatted report of the pipeline code and job log files for this study, as generated by 

the q pipeline management utility (http://sourceforge.net/projects/q-ppln-mngr/), can be viewed at 
http://tewlab.path.med.umich.edu/q/Wilson_et_al_2014/pipeline.html. A description of the major 
analysis steps follows. 

CNV cluster region identification 
The first step in analyzing copy number variant (CNV) clustering was to discern any potential 

biases in the CNV data sets. The microarrays used provide excellent sensitivity for CNVs ~20 kb and 
larger and can often detect smaller CNVs in regions with dense probe spacing. The median observed 
CNV size was considerably larger than this limit (Table S1) and thus not skewed to larger CNVs by the 
detection method (Arlt et al. 2009; Arlt et al. 2011; Arlt et al. 2012; Arlt et al. 2014). CNV hotspots did 
not have an unusually high probe density in either human 090 fibroblasts or mouse embryonic stem 
(mES) cells (Table S5 and Figure S3) so that CNVs in them were not easier to detect than in the rest of 
the genome. mES cells did have a significantly higher median probe density in singleton CNVs, but this 
effect was driven by a small number of regions with a probe density no more than twice the typical 
genome value and thus was not considered to be a strong confounder. The clonal outgrowth required to 
detect CNVs might have introduced a selection bias against deleterious mutations, even though 
heterozygous, but this effect is expected for only a small portion of the genome and unpredictable and so 
could not be accounted for systematically. 

We next collapsed the observed human and mouse CNV sets into overlap regions (see Figure 
3A). To do this, we first removed all CNVs 2.5 Mb or larger from the sets, corresponding to 25 of 360 
human CNVs (6.9%) and 8 of 377 mouse CNVs (2.1%). This step was essential because a small number 
of CNVs were much larger than the median size (Table S1) and their inclusion led to uninformative 
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grouping of CNVs into overlap regions that spanned large portions of a chromosome. Their exclusion 
prevented chromosome arms and similarly expansive regions from being nominated as CNV hotspots 
and ensured that candidate hotspots had a size scale similar the majority of the input CNVs. All CNVs, 
including those subjected to size exclusion, are depicted in region profile plots. The algorithm further 
allowed closely adjacent CNVs to be collapsed into a single cluster region, where adjacency was defined 
as two CNV endpoints separated by no more than 750 kb, a smaller distance than the size of many 
hotspots with contiguous CNV overlap. Thus, CNVs separated by a distance consistent with them being 
a single hotspot were considered as one region. The contribution of adjacency gaps to CNV cluster 
regions is tabulated in Table S7. The CNV exclusion size and adjacency allowance were determined 
empirically; changing them had only small effects on final results.   

To determine which CNV cluster regions were non-random, we modified our previously 
described simulation approach (Arlt et al. 2011). The difference was that here we considered the process 
to proceed without replacement. Specifically, the many CNVs in highly intense and non-random cluster 
regions are not available for distribution throughout the rest of the genome. Thus, those CNVs should 
not be used to judge the randomness of less intense cluster regions. Accordingly, multiple simulation 
rounds were performed. In the first round, all CNVs were randomly permuted throughout the genome. 
Permuted CNVs were only allowed to fall within non-gap genomic regions where sufficient array probes 
(four and five for mouse and human, respectively) were present so that a CNV could have been detected 
in our experiments if it had arisen in that location. Permuted CNVs in each of 10,000 iterations were 
then collapsed as described above to determine how often regions randomly contained different numbers 
of overlapping or closely adjacent CNVs. This first round of simulation was used to generate the p-value 
estimates for the actual CNV region(s) containing the greatest number of CNVs. The actual CNV(s) 
from those highest ranking region(s) were then removed from the data set and a next simulation round 
performed to estimate the p-values for the next most highly clustered actual region(s). This process 
continued until no more CNVs remained. When done, p-values were examined as in Table S2 to 
determine how many CNVs in a region were required so that the probability of observing even one 
region with that many CNVs was <0.05. Actual clusters with this many or more CNVs were taken as 
validated hotpots. We also determined the CNV count for which the probability of observing as many 
clusters as we actually observed was <0.05. 

Transcription unit identification 
Bru-seq transcription intensity of genes and regions were scored using reads per kb per million 

reads (RPKM) units (Mortazavi et al. 2008). Profile plots show RPKM values for equally sized genome 
bins, with the bin size scaled to the width of the visualized window. 

For transcription state calling, untreated (NT) and aphidicolin (APH)-treated Bru-seq samples for 
each species were combined to provide replicate input data. Genome transcription spans were initially 
called using a previously described hidden Markov model (HMM) segmentation algorithm in which ten 
discrete logarithmically distributed RPKM states (indices 0 to 9, with 9 being the most transcription) 
were solved for 1 kb genome bins (Paulsen et al. 2013a; Paulsen et al. 2013b). Because Bru-seq 
monitors nascent RNA, HMM segments included both exons and introns. Visualization of HMM 
segments throughout the genome revealed that segments with a state of 3 and higher could be reliably 
judged as having signals above background (Figure S4). Such segments were assigned a Boolean state 
of “transcribed”, although HMM states 1 and 2 might reflect very low levels of transcription, or 
transcription in only a small fraction of cells.  

Contiguous transcribed segments were fused to identify preliminary transcription units (TUs), 
defined for this study as a contiguous genomic span undergoing active transcription in the cell type 
under study. This approach could not unambiguously identify transcription start sites so that some 
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preliminary TUs incorrectly merged what in fact were distinct adjacent units on the same genome strand. 
To resolve this, a splitting algorithm based on the Ensembl transcript annotation (Flicek et al. 2014) was 
employed in which a preliminary TU that covered at least 80% of any transcript isoform of each of two 
adjacent genes on the same strand was split at the most proximal transcription start site of all matching 
transcripts of the downstream gene, yielding final annotation-refined TU calls. Importantly, called TUs 
need not and typically did not correspond precisely to annotated gene boundaries, except as introduced 
by the splitting algorithm, but instead reflected the actual span of observed nascent transcription. 
Extensions past gene boundaries included the 3’ run-on transcription required for mRNA 
polyadenylation, in addition to apparently novel transcript isoforms. Other TUs corresponded to 
transcribed enhancers and other phenomena. 

An annotated gene was considered transcribed if 10% or more its span was occupied by TUs on 
the same strand. The transcribed portions of genes were obtained by splitting them against called TUs. 
Such splitting was inconsequential for most genes, which were wholly transcribed or untranscribed, but 
prevented long genes from being declared as transcribed in their entirety when only a small isoform was 
actually being actively expressed. On the other hand, if a long and a short isoform of a gene were both 
expressed, the called TU and thus the transcribed gene span reflected the longer of the overlapping 
isoforms. 

As a nascent RNA approach, IMR-90 Gro-seq data were subjected to the same analyses as Bru-
seq data, except that we found a transcribed cut-off of state 4 to be more appropriate for this sample. 

Comparison to reference genome features 
A series of score types were calculated for CNV regions and TUs, generically referred to as 

query features (Table S5). Score types represented comparisons to annotated or measured reference 
genome features. Most comparisons were performed without respect to strand because CNVs do not 
have strandedness. Boolean score types assessed whether a query feature overlapped one or more 
reference features. Coverage score types (“fraction in reference features”) measured the fraction of the 
span of a query feature that overlapped reference features, thus accounting for query feature occupancy. 
Other score types calculated an aggregate attribute, such as average RPKM, for all reference features 
that were overlapped by a query feature, thereby providing information on the quality of those reference 
features. For all score types, adjacency gaps within CNV regions were considered to be part of the 
region and included in the score calculation, since we sought to characterize the properties of the entire 
cluster region, not just the genome bases that were actually covered by CNVs. Because of the limited 
number and size of gaps (Table S7) and the fact that most hotspot CNVs had both of their endpoints in 
the same TU (Table S6), recalculating scores with adjacency gaps excluded had minimal impact on 
results. Reference feature sets included the CNV regions and TUs themselves, for comparison to each 
other, array probe positions, and other inherent genome base properties.  Publicly available reference 
data included the Ensembl gene annotation (Flicek et al. 2014) and Repli-seq and Repli-chip replication 
segments described below. 

Enrichment analysis 
To assess whether query features were enriched in locations with either higher or lower reference 

scores than expected by chance, 10,000- (CNV regions) or 1,000- (TUs) iteration simulations were 
performed in which all query features were randomly placed around the genome. Permuted features 
were required to reside on a single chromosome and, like the query features themselves, were not 
allowed to overlap within an iteration. CNV region placements were made without respect to strand and 
were restricted to locations where CNVs could have been detected by the microarrays (see above). TU 
placements were strand-specific and allowed in any non-gap genomic location. The actual and permuted 
features were scored as described above to create a table for each score type.  
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To generate enrichment p-value estimates from the simulation data, the mean or median score, or 

the percentage of positive Boolean scores, was calculated for all actual query features and for all 
randomly permuted features within each iteration (Table S5). Importantly, any bias introduced by 
variable query length was manifest equally in all iterations. For all score types, a one-tailed p-value was 
estimated as the fraction of aggregated iteration scores greater (or less) than the actual score or as the 
reciprocal of the total number of iterations if there were no such iterations. If the aggregated iteration 
scores were normally distributed, as judged using the Shapiro-Wilk test at a threshold of p=0.05, a 
preferred alternative one-tailed p-value estimate was obtained from a fit Gaussian function and reported 
in figures and tables. For all p-value estimates, the value is reported as “~0” when it was too small to 
calculate. 

For most score types, all query features were used in the enrichment calculations, with a score of 
0 for query features that did not overlap any reference features. However, actual and permuted query 
features that did not overlap a reference feature were omitted when aggregating an attribute score of the 
overlapped reference features. For example, estimates of enrichment for the size of reference features 
asked whether the query features that actually overlapped reference features were more likely to overlap 
large reference features than small ones. 

Correlation analysis 
Two approaches were used to relate reference feature enrichment to the input properties of query 

features, such as query feature length or region CNV count. First, Spearman correlation coefficients (r) 
were calculated for the input query feature score and the calculated reference score across all query 
features. Additionally, query features were stratified into groups based on their input scores and the 
enrichment analyses described above were repeated on these subsets. Grouping in this fashion allowed 
larger numbers of query features to be analyzed together to increase statistical power. CNV regions were 
stratified according to the number of CNVs they contained, as described above and in Results. TUs were 
stratified by length and by percentile groups of length and RPKM to facilitate comparisons of 
approximately equal numbers of the most deviant TUs for each inherent TU property. Statistical 
differences between query feature groups were calculated using a two-sample two-sided Wilcoxon test 
for most score types and Fisher’s exact test for Boolean score types. 

Repli-seq replication timing 
As described in the associated publication (Hansen et al. 2010), obtained ENCODE Repli-seq 

data were divided into six fractions, G1, S1, S2, S3, S4 and G2, reflecting increasingly late replication 
times in the cell cycle. We used the percent normalized values as provided, which are the percent of 
sequence reads in each 1 kb genome bin assigned to each cell cycle fraction, except that we excluded 
from consideration any bins with fewer than 100 total reads. We then aggregated the six values for each 
bin into a single value reflecting the bin’s consensus replication timing in an approach analogous to the 
ENCODE wavelet smoothed signal, except that we assigned integer states to each of the cell cycle 
fractions ranging from 6 (G1) to 1 (G2) and used a percentage-weighted median rather than an average 
across cell-cycle states prior to wavelet smoothing. This calculation was fractional such that a median 
falling at the boundary between two states yielded a half-state, for example, 20% G1, 30% S1, 40% S2, 
5% S3, and 5% S4 gave a value of 4.5, midway between S1 (state 5) and S2 (state 4). Final replication 
timing values ranged from 6.0 (all signal in the G1 fraction) to 1.0 (all signal in the G2 fraction). 

We next solved a six-state HMM to segment the genome according to replication timing in 
which bin percent-normalized values were taken as the emission probabilities and transition probabilities 
were set to a 0.75 probability of remaining in state, a 0.11 probability of changing to an adjacent state 
(e.g. from S2 to S3) and a 0.01 probability of changing to a non-adjacent state. The average replication 
timing over all bins in a segment yielded the consensus replication timing for that genomic span. For 
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merged samples, bin percent-normalized values were averaged across all input samples prior to the 
analyses described above. The consequences of these various manipulations are visualized in Figure S8. 

Repli-chip replication timing 
As described in the associated publication (Hiratani et al. 2008), obtained mES cell Repli-chip 

data were expressed as the replication timing ratio, which is the log2 of the normalized microarray 
signal for a given probe in an early S-phase sample divided by a late S-phase sample. Thus values 
greater and less than zero represent early and late replication, respectively. Because replication timing 
ratios were only defined at the position of microarray probes, we inferred the replication timing of inter-
probe spans by projecting the value for a given probe to the points halfway between it and the adjacent 
probes on the chromosome.  However, the maximum distance that a probe's value could be projected 
was 10 kb; probes separated by more than 20 kb resulted in genome gaps with no replication timing 
data. Projected probe spans were used equivalently to Repli-seq HMM segments. For transcription-
replication correlation, the replication timing ratios of these segments were limited to values between 2 
and -2 and rounded to bins of width 0.2, thereby creating 20 different Repli-chip segmentation states.  

Transcription-replication correlation 
To correlate Bru-seq/Gro-seq transcription and Repli-seq/Repli-chip replication timing values, 

all TUs and replication segments, excluding genome gaps and bins with insufficient Repli-seq/Repli-
chip data, were split against each other at all boundaries. The length of all split segments corresponding 
to each of the possible transcription-replication state combinations were then summed and expressed as 
a percentage of the total length of all segments. To restrict this analysis to only a portion of the genome, 
such as CNV regions, the above boundaries were further split against the query features and only the 
split segments that overlapped query features were used in the comparison, with percentages expressed 
relative to the total length of just the query features. As appropriate, values in the resulting transcription-
replication table were summed by row or by column to obtain results stratified by just transcription 
intensity or by replication timing. For a given set of query features, the fractional median replication 
timing was determined from the split segments by the same percentage-weighted approach described 
above, which took into account the fact that a given query feature might encompass a variety of 
replication states. To allow p-value calculation when comparing two sets of query features, a single 
replication timing value was assigned to each feature by averaging the values of all of its bins. A 
Wilcoxon test was then applied to the two sets of replication timing values. 
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Supplemental Figures 

Figure S1. Additional CNV region profiles 
(A) and (B) Exceptions to the CNV hotspot-large transcription unit relationship, as described in Results 
and plotted in Figure 1. 
(C) to (F) Examples of relationship patterns between singleton CNVs and transcription units. 
(G) and (H) The accompanying PDF files provide similar profile images for all human fibroblast and 
mES cell CNV regions, respectively, sorted by the number of CNVs in the region. 
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Figure S2. Common fragile sites 
(A) Representative examples of CFS breaks in human fibroblasts. 
(B) Human chromosome ideograms show the locations of all detected de novo CNVs (above) and CFS 
breaks and gaps (below) for 090 (red) and HF1 (blue) fibroblast cell lines.   

A 

B 
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Figure S3. Additional base and gene content plots 
(A) to (G) 090 fibroblast enrichment plots similar to Figure 3B for array probe density, CpG, G/C and 
simple repeat fractions, gene and large gene overlaps, and longest overlapped genes, respectively. 
(H) to (N) The same as (A) to (G) for mES cells. 
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Figure S4. Bru-seq sample and state comparisons 
(A) to (C) MA plots comparing untreated (NT) to APH-treated human 090 fibroblast Bru-seq samples, 
NT to APH-treated mES samples, and human 090 to HF1 fibroblasts, respectively. Each dot represents 
one gene. Red dots denote genes with a significant inter-sample difference as determined by DESeq 
(Anders and Huber 2010) at a false discovery rate of 0.05. 
(D) and (E) Two representative ~50 kb genome regions assigned Bru-seq HMM states 2 and 3, 
respectively, where states 0 to 2 were considered “not transcribed” and states 3 to 9 were “transcribed”. 
RPKM traces use a 500 bp bin size. The MST4 gene corresponds to the state-3 TU. Dashed horizontal 
lines indicate the genome-wide average RPKM for transcription states 2 and 3, respectively. 
Increasingly unambiguous transcription was observed at HMM states above 3. Tables below summarize 
the fraction of the genome and Bru-seq reads that contributed to the transcribed and non-transcribed 
states for each cell line. 
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Figure S5. mES cell transcription plots 
(A) to (G) The exact same types of transcription enrichment plots are shown here for mES cells as 
shown for 090 fibroblasts in Figure 4, supporting similar conclusions for both cell types. 
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Figure S6. Additional transcription plots 
(A) and (B) Enrichment plots for the fraction of 090 CNV regions matching the transcribed and 
untranscribed portions of Ensembl genes, respectively.  
(C) and (D) Enrichment plots for the fraction of 090 TUs in CNV regions, stratified by percentile groups 
of TU length and RPKM, respectively. Percentile groups are mutually exclusive, e.g. a TU in group <1 
was not also present in group <10. 
(E) Enrichment plot assessing whether one or both of the ends of 090 CNV regions were within a TU, in 
contrast to other plots that compared the entire span of CNV regions. 
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Figure S7. mES cell replication timing plots 
(A) to (F) The exact same types of replication timing plots are shown here for mES cells as shown for 
human fibroblasts in Figure 6, supporting similar conclusions for both cell types. mES cell Repli-chip 
data are plotted as the previously described replication timing ratio, where values above and below zero 
represent early and late replication, respectively (Hiratani et al. 2008). 
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Figure S8. Additional replication timing plots 
(A) Example of IMR-90 Repli-seq analysis for a 5.5 Mb span of chr5. Grey shading reflects percent 
normalized values for each bin/state combination, the red curve shows the calculated median replication 
timing, and red horizontal lines show the HMM replication segments. 
(B) and (C) Correlation plots of 50,000 randomly selected genome bins comparing median replication 
timing for IMR-90 and BJ fibroblasts and GM12878 and GM06990 lymphoblastoid cells, respectively. 
Pearson correlation coefficients (r) are given.  
(D) and (E) Stratification of replication timing by transcription, comparing well-matched  
IMR-90 Repli-seq/Gro-seq and GM12878 Repli-seq/Bru-seq sample pairs, respectively.  
(F) and (G) Stratification of replication timing by transcription intensity, similar to (D) and (E). Results 
in (D) to (G) validate the IMR-90 to 090 comparisons made in Figure 6. 
(H) and (I) Accompanying files show the relationship between transcription intensity and replication 
timing as a function of TU length for the IMR-90 and GM12878 sample pairs, respectively. Animation 
frames correspond to increasingly large TUs in 200 kb size increments. Coloring indicates the 
percentage of those transcription units accounted for by the combinations of replication timing and 
transcription intensity on the axes (red = low, yellow/white = high). 
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Figure S9. Late replication of large genes does not depend on transcription 
(A) Example of an HF1 fibroblast nucleus that had replicated both copies of an early-replicating 
C16orf45 control probe (green) but had not yet replicated an AUTS2 hotspot probe (red). 
(B) and (C) Summary of the percentage of replicated chromosomes for hotspot genes LSAMP and 
AUTS2 compared to control as a measure of the relative hotspot replication timing. 
(D) and (E) Example profile plots of large genes CDH13 and FHIT, respectively, which are 
differentially transcribed in IMR-90 fibroblasts and GM12878 lymphoblasts.  
(F) and (G) Average replication timing over the body of Ensembl-annotated genes >1 Mb, stratified by 
the longest active TU within each gene, for the IMR-90 and GM12878 cell types. 
(H) Correlation of replication timing between IMR-90 and GM12878 for genes that showed differential 
isoform transcription (TU sizes are in the legend). Large genes replicated late whether transcribed or 
not, although sometimes slightly earlier when transcribed.  
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Figure S10. mES cell transcription unit alignment plots 
(A) to (F) The exact same types of CNV region size correlation and transcription unit alignment plots 
are shown here for mES cells as shown for human fibroblasts in Figure 7, supporting similar conclusions 
for both cell types. 
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Figure S11. Additional transcription unit alignment plots 
(A) and (B) Sum of CNV counts within and flanking TUs >500 kb for HF1 and 090 cells, respectively, 
omitting all IR-induced 090 CNVs.  
(C) to (E) Mean and median relative replication timing by position for TUs >500 kb for IMR-90 Gro-
seq/Repli-seq, GM12878 Bru-seq/Repli-seq, and HF1 Bru-seq/IMR-90+BJ Repli-seq, respectively.  
(F) to (H) Median replication timing for the indicated Repli-seq (rep) and Bru-seq/Gro-seq (txn) 
combinations, similar to Figure 6G except that three different traces are shown for just the 10 kb at the 
5’ ends, middles, and 3’ ends of all TUs in each size bin.  
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Supplemental Tables 

Table S1. CNV counts and size distributions 

treatment genotype 
cell 

clones dups dels all %dels min (kb) median (kb) max (kb) 
Human 090 fibroblasts 

NTa - 52b 20 19 39 49% 19c 260 35,835 
APH - 24 13 58 71 82% 1 165 80,442 
HU - 73 51 94 145 65% 1 132 35,695 
IR - 74 55 50 105 48% 2 289 34,214 
all  223 139 221 360 61% 1 186 80,442 

Mouse embryonic stem cells 
NT Xrcc4+/+ 14d 3 3 6 50% 13 39 1,202 
NT Xrcc4-/- 16 8 13 21 62% 10 19 26,203 

APH Xrcc4+/+ 26 10 127 137 93% 12 62 1,418 
APH Xrcc4-/- 29 31 182 213 85% 8 68 7,163 

all  85 52 325 377 86% 8 63 26,203 
Human HF1 fibroblasts 

APH - 14 9 53 62 85% 4 103 696 
 
a Abbreviations are: NT, untreated; APH, aphidicolin; HU, hydroxyurea; IR, ionizing radiation. 
b The column lists the number of independent cell clones from which the duplication (dup) and deletion 

(del) CNVs were derived. Lists of individual 090 and mES CNVs are provided in (Arlt et al. 2009; 
Arlt et al. 2011; Arlt et al. 2012; Arlt et al. 2014). HF1 CNVs are in Table S7. 

c The rightmost three columns indicate the smallest (min), median and largest (max) observed CNV size 
in kb for each row. 

d HF1 counts only include CNVs detected by genome-wide microarray. 
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Table S2. CNV cluster thresholds 

CNVs in region Observed (N) CNVs p(>=1)a p(>=N)b 
Human 090 fibroblasts 

41 1 41 <0.0001c <0.0001 
21 1 21 <0.0001 <0.0001 
9 1 9 <0.0001 <0.0001 
7 2 14 0.0002 <0.0001 
6 1 6 0.003 0.003 
5d 3 15 0.0174 <0.0001 
4 2 8 0.1288 0.0095 
3 8 24 0.7768 0.0001 
2 20 40 1 0.0402 
1 157 157 1 1 

Mouse embryonic stem cells 
32 1 32 <0.0001 <0.0001 
15 1 15 <0.0001 <0.0001 
14 1 14 <0.0001 <0.0001 
10 1 10 <0.0001 <0.0001 
9 2 18 <0.0001 <0.0001 
8 1 8 <0.0001 <0.0001 
7 2 14 0.0002 <0.0001 
6 1 6 0.0007 0.0007 
5 4 20 0.0112 <0.0001 
4 3 12 0.0969 0.0002 
3 11 33 0.6741 <0.0001 
2 26 52 1 <0.0001 
1 135 135 1 1 

Human HF1 fibroblasts 
8 1 8 <0.0001 <0.0001 
4 1 4 0.0002 0.0002 
3 4 12 0.0142 <0.0001 
2 9 18 0.3919 <0.0001 
1 22 22 1 1 

 
a p(>=1) is the frequency of simulation iterations having at least one genome region with the number of 

clustered CNVs indicated in column “CNVs in region”. 
b p(>=N) is the frequency of iterations having at least as many such cluster regions as the actual data, as 

indicated in column “Observed (N)”. 
c When no iterations yielded matching clusters, p-values are estimated as the reciprocal of the number 

of iterations, i.e. <1/10,000. 
d Horizontal lines separate groups used in CNV region simulations. Definitive hotspots had p(>=1) less 

than 0.05, non-hotspot candidate cluster regions had p(>=N) less than 0.05. 
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Table S3. CNVs, genes, transcription units, and replication regions 
Accompanying Excel files contain cross-referenced lists for all: 

(A) CNV regions, sorted by number of CNVs. 

(B) Ensembl genes >=2 kb, sorted by length. 

(C) TUs, sorted by length. 

(D) Human fibroblast replication segments, sorted by replication timing. 

Each file includes all relevant cell types, one cell type per worksheet tab. RPKM is the Bru-seq 
transcription intensity across the entire region. Transcription (txn) and CNV coverage are the percentage 
of the region overlapped by Bru-seq TUs and CNVs, respectively. The longest TU and all genes over 
500 kb overlapped by any portion of the region are listed. Further columns are CNV counts stratified by 
source: NT, untreated; APH, aphidicolin; HU, hydroxyurea; IR, ionizing radiation; +, Xrcc4+/+;  
-, Xrcc4-/-.  
 
 
 

Table S4. Common fragile sites 
The accompanying Excel file tabulates all CFS regions detected in this study, sorted by chromosomal 
coordinate. Note that although many could be confidently determined, some CFS breaks at the 
7q11.2/7q21.1 and 16q23.1/16q23.3 adjacent band pairs could not be assigned with confidence 
depending on the quality and resolution of the chromosome banding. 
 
 
 

Table S5. Simulation statistics 
The accompanying Excel file tabulates final statistics for 10,000-iteration simulations of 090 and mES 
CNV regions and 1,000-iteration simulations of 090 and mES TUs for the score types described in the 
text. One worksheet tab is provided for each combination of cell line and feature type. Columns include: 
aggregate, the manner in which grouped scores were aggregated;   
r, Spearman correlation coefficients of raw scores of all CNV regions vs. the number of CNVs they 
contained, or all TUs vs. their length. Rightmost columns show results for CNV region subsets grouped 
by the number of CNVs they contained or TU subsets grouped by length, in format “actual aggregate 
score (p-value)”. Groups are mutually exclusive, e.g. length group “<0.4Mb” does not include TUs in 
group “<0.2Mb”. 
 
  

20 
 



Wilson et al.  
Table S6. Transcription unit overlaps 

 
TU lengtha 

 TU overlap typeb NA >=500 kb >=100 kb >0 kb row total 
090 fibroblast singleton CNVs 

none 34 (22%)  -   -   -  34 (22%) 
both ends in same TU  -  17 (11%) 21 (13%) 5 (3%) 43 (27%) 
two ends in different TUs  -  4 (3%) 27 (17%) 7 (4%) 38 (24%) 
one end in a TU  -  4 (3%) 10 (6%) 11 (7%) 25 (16%) 
spans one TU  -   -  2 (1%) 7 (4%) 9 (6%) 
spans multiple TUs  -   -  6 (4%) 2 (1%) 8 (5%) 

 
34 (22%) 25 (16%) 66 (42%) 32 (20%) 157 (100%) 

090 fibroblast regions with 2-4 CNVs 
none 1 (3%)  -   -   -  1 (3%) 
both ends in same TU  -  3 (10%) 1 (3%)  -  4 (13%) 
two ends in different TUs  -  8 (27%) 3 (10%)  -  11 (37%) 
one end in a TU  -  5 (17%) 3 (10%) 2 (7%) 10 (33%) 
spans one TU  -   -   -  1 (3%) 1 (3%) 
spans multiple TUs  -  1 (3%) 2 (7%)  -  3 (10%) 

 
1 (3%) 17 (57%) 9 (30%) 3 (10%) 30 (100%) 

090 fibroblast CNVS in regions with 2-4 CNVs 
none 7 (10%)  -   -   -  7 (10%) 
both ends in same TU  -  20 (28%) 6 (8%)  -  26 (36%) 
two ends in different TUs  -  8 (11%) 9 (13%) 2 (3%) 19 (26%) 
one end in a TU  -  6 (8%) 3 (4%) 7 (10%) 16 (22%) 
spans one TU  -   -   -  1 (1%) 1 (1%) 
spans multiple TUs  -   -  2 (3%) 1 (1%) 3 (4%) 

 
7 (10%) 34 (47%) 20 (28%) 11 (15%) 72 (100%) 

090 fibroblast regions with >=5 CNVs 
none  -   -   -   -   -  
both ends in same TU  -  1 (11%)  -   -  1 (11%) 
two ends in different TUs  -  2 (22%)  -   -  2 (22%) 
one end in a TU  -  5 (56%) 1 (11%)  -  6 (67%) 
spans one TU  -   -   -   -   -  
spans multiple TUs  -   -   -   -   -  

 
 -  8 (89%) 1 (11%)  -  9 (100%) 

090 fibroblast CNVS in regions with >=5 CNVs 
none 2 (2%)  -   -   -  2 (2%) 
both ends in same TU  -  84 (79%) 1 (1%)  -  85 (80%) 
two ends in different TUs  -  3 (3%) 4 (4%)  -  7 (7%) 
one end in a TU  -  10 (9%) 2 (2%)  -  12 (11%) 
spans one TU  -   -   -   -   -  
spans multiple TUs  -   -   -   -   -  

 
2 (2%) 97 (92%) 7 (7%)  -  106 (100%) 

mES cell singleton CNVs 
none 50 (37%)  -   -   -  50 (37%) 
both ends in same TU  -  10 (7%) 31 (23%) 7 (5%) 48 (36%) 
two ends in different TUs  -  1 (1%) 2 (1%) 8 (6%) 11 (8%) 
one end in a TU  -   -  6 (4%) 15 (11%) 21 (16%) 
spans one TU  -   -   -  3 (2%) 3 (2%) 
spans multiple TUs  -   -  2 (1%)  -  2 (1%) 

21 
 



Wilson et al.  

 
TU lengtha 

 TU overlap typeb NA >=500 kb >=100 kb >0 kb row total 

 
50 (37%) 11 (8%) 41 (30%) 33 (24%) 135 (100%) 

mES cell regions with 2-4 CNVs 
none 9 (23%)  -   -   -  9 (23%) 
both ends in same TU  -  6 (15%) 4 (10%)  -  10 (25%) 
two ends in different TUs  -  1 (3%) 2 (5%)  -  3 (8%) 
one end in a TU  -  2 (5%) 6 (15%) 1 (3%) 9 (23%) 
spans one TU  -   -   -  5 (13%) 5 (13%) 
spans multiple TUs  -   -  2 (5%) 2 (5%) 4 (10%) 

 
9 (23%) 9 (23%) 14 (35%) 8 (20%) 40 (100%) 

mES cell CNVS in regions with 2-4 CNVs 
none 42 (43%)  -   -   -  42 (43%) 
both ends in same TU  -  19 (20%) 16 (16%)  -  35 (36%) 
two ends in different TUs  -   -  2 (2%)  -  2 (2%) 
one end in a TU  -  4 (4%) 6 (6%) 3 (3%) 13 (13%) 
spans one TU  -   -   -  3 (3%) 3 (3%) 
spans multiple TUs  -   -  1 (1%) 1 (1%) 2 (2%) 

 
42 (43%) 23 (24%) 25 (26%) 7 (7%) 97 (100%) 

mES cell regions with >=5 CNVs 
none  -   -   -   -   -  
both ends in same TU  -  6 (43%) 1 (7%)  -  7 (50%) 
two ends in different TUs  -  1 (7%) 1 (7%)  -  2 (14%) 
one end in a TU  -   -  4 (29%)  -  4 (29%) 
spans one TU  -   -   -   -   -  
spans multiple TUs  -   -  1 (7%)  -  1 (7%) 

 
 -  7 (50%) 7 (50%)  -  14 (100%) 

mES cell CNVS in regions with >=5 CNVs 
none 9 (7%)  -   -   -  9 (7%) 
both ends in same TU  -  86 (63%) 24 (18%)  -  110 (80%) 
two ends in different TUs  -  2 (1%) 3 (2%)  -  5 (4%) 
one end in a TU  -   -  10 (7%)  -  10 (7%) 
spans one TU  -   -   -  1 (1%) 1 (1%) 
spans multiple TUs  -   -   -  2 (1%) 2 (1%) 

 
9 (7%) 88 (64%) 37 (27%) 3 (2%) 137 (100%) 

 
a Length group of the longest TU overlapped by a CNV or CNV region. NA, not applicable, i.e. the 

CNV or region did not overlap a gene. Groups are mutually exclusive, e.g. group “>=100 kb” does not 
include CNV regions in group “>=500 kb”.  

b TU overlap types indicate whether or one or both ends of a CNV or CNV region fell within a TU, or 
whether the region instead spanned (i.e. contained) one or more TUs. 
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Table S7. Gaps in CNV cluster regions 

   
size (kb) gap contained in onea 

CNV region CNVs gaps region largest gap gene TU 
Human 090 fibroblasts (18 of 39 regions with >1 CNV) 

chr10:52699410-53983384 7 3 1284 210 yes,yes,yes yes,yes,yes 
chr1:71870126-72933163 7 2 1063 116 yes,yes yes,yes 
chr1:245413423-246284662 5 1 871 27 yes yes 
chr3:76299612-77188041 5 1 888 98 yes yes 
chr1:173615117-175294275 4 2 1679 738 no,yes no,yes 
chr3:174018217-175087884 4 2 1070 632 yes,yes yes,yes 
chr11:126153842-126788587 3 1 635 428 no no 
chr16:83212397-83993943 3 2 782 230 yes,yes yes,yes 
chr2:205121597-206342082 3 1 1220 356 yes yes 
chr2:36626077-36756196 3 1 130 19 yes yes 
chr6:56077916-57305875 3 1 1228 125 no no 
chr8:139618753-142414326 3 1 2796 8 no no 
chr12:1232370-1634168 2 1 402 7 yes yes 
chr14:50087752-50934205 2 1 846 744 no no 
chr20:14764446-15435564 2 1 671 577 yes yes 
chr3:186976990-188315629 2 1 1339 307 no no 
chr5:58535683-59371938 2 1 836 618 yes yes 
chr6:101049107-102037684 2 1 989 194 no no 

Mouse embryonic stem cells (28 of 54 regions with >1 CNV) 
chr2:140550330-141557233 9 1 1007 10 yes yes 
chr12:38642600-39183139 5 2 541 54 yes,yes yes,yes 
chr15:32274448-33241562 5 1 967 716 no no 
chr15:29596756-30675834 4 2 1079 310 yes,yes yes,yes 
chr3:118447467-118817178 4 1 370 88 yes yes 
chr12:42266930-42912024 3 1 645 383 yes yes 
chr3:25419264-25924125 3 1 505 292 yes yes 
chr4:75876533-75983897 3 1 107 5 yes yes 
chr7:56946520-57924682 3 1 978 730 no no 
chr9:68997130-70201450 3 1 1204 627 no no 
chr10:89667208-89923292 2 1 256 78 yes yes 
chr1:21636785-21828953 2 1 192 47 yes yes 
chr1:25406391-25729301 2 1 323 125 yes yes 
chr12:93372248-93437491 2 1 65 11 no no 
chr14:12657349-12726335 2 1 69 13 yes yes 
chr14:23212889-23350017 2 1 137 24 yes yes 
chr15:73864584-74363904 2 1 499 467 no no 
chr1:62048401-62126441 2 1 78 28 yes yes 
chr16:97041506-97307131 2 1 266 182 yes yes 
chr17:59643453-60460645 2 1 817 38 no no 
chr17:63108554-63466468 2 1 358 298 no no 
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size (kb) gap contained in onea 

CNV region CNVs gaps region largest gap gene TU 
chr2:14710180-14825201 2 1 115 48 yes yes 
chr2:178382089-179172258 2 1 790 313 no no 
chr3:156168240-156326627 2 1 158 92 no no 
chr6:63397825-63872019 2 1 474 356 yes yes 
chr8:79660047-79803051 2 1 143 16 yes yes 
chr9:96739498-97599236 2 1 860 340 no no 
chrX:69967118-70013398 2 1 46 9 no no 

 
a The table lists all human and mouse CNV regions that contained one or more CNV adjacency gaps. 

The rightmost columns indicates for each gap whether or not that gap was completely contained in a 
single gene or TU; if “yes”, the gap was within the same gene or TU as each of its two flanking CNVs. 
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Table S8. Human HF1 fibroblast CNVs 

chrom start end kb method probes copies type band 
1 1527083 1733219 206 aCGH 115 3 gain 1p36.33 
1 3518415 3522561 4 aCGH 12 3 gain 1p36.32 
1 8961863 9556061 594 aCGH 818 3 gain 1p36.22 
1 58048797 58225373 177 RFLP 4 1 loss 1p32.2 
1 58138896 58148455 10 RFLP 2 1 loss 1p32.2 
1 72088017 72113244 25 aCGH 17 1 loss 1p31.1 
1 72239276 72352237 113 aCGH 74 1 loss 1p31.1 
1 72326978 72352237 25 aCGH 16 1 loss 1p31.1 
1 72401185 72637154 236 aCGH 184 1 loss 1p31.1 
1 98035253 98160717 125 aCGH 116 1 loss 1p21.3 
1 98117882 98149330 31 aCGH 25 1 loss 1p21.3 
1 245742124 246118050 376 aCGH 564 1 loss 1q44 
1 245871108 246084652 214 aCGH 320 0 loss 1q44 
1 245914673 245942059 27 aCGH 49 1 loss 1q44 
2 142374952 142405801 31 aCGH 50 1 loss 2q22.2 
2 149055476 149161514 106 aCGH 64 3 gain 2q23.1 
2 206256232 206301132 45 aCGH 38 1 loss 2q33.3 
3 165940003 166065099 125 aCGH 72 3 gain 3q26.1 
3 173689779 174385622 696 aCGH 579 1 loss 3q26.31 
3 174813530 174831994 18 aCGH 35 1 loss 3q26.31 
4 86874894 87190305 315 aCGH 200 1 loss 4q23.1 
4 87119224 87460112 341 aCGH 202 1 loss 4q21.3 
6 56436335 56643026 207 aCGH 152 1 loss 6p12.1 
6 86295429 86523508 228 aCGH 84 1 loss 6q14.3 
7 78231922 78575481 344 aCGH 329 1 loss 7q21.11 
7 78547842 78569021 21 aCGH 14 1 loss 7q21.11 
7 110656251 110707029 51 aCGH 33 1 loss 7q31.1 
7 110665997 110684216 18 aCGH 19 1 loss 7q31.1 

10 13715421 13744567 29 aCGH 66 1 loss 10p13 
10 53223446 53348048 125 aCGH 147 1 loss 10q21.1 
10 53268580 53504174 236 aCGH 233 1 loss 10q21.1 
10 53269467 53292516 23 aCGH 26 1 loss 10q21.1 
10 53336425 53435774 99 aCGH 88 1 loss 10q21.1 
10 53376213 53408296 32 aCGH 33 1 loss 10q21.1 
10 53388223 53407270 19 aCGH 19 0 loss 10q21.1 
10 53463410 53534471 71 aCGH 70 1 loss 10q21.1 
10 53875195 53914073 39 aCGH 35 3 gain 10q21.1 
11 1075747 1083946 8 aCGH 13 3 gain 11p15.5 
12 1067895 1236729 169 aCGH 129 1 loss 12p13.33 
12 1493559 1684076 191 aCGH 294 1 loss 12p13.33 
12 44573740 44743021 169 aCGH 77 1 loss 12q12 
12 99765812 100058839 293 aCGH 253 1 loss 12q23.1 
12 99802508 100220452 418 aCGH 353 1 loss 12q23.1 
12 99934156 100262533 328 aCGH 261 1 loss 12q23.1 
13 21563311 21575612 12 aCGH 9 1 loss 13q12.11 
13 73373325 73390447 17 aCGH 10 1 loss 13q22.1 
15 42895210 42941759 47 aCGH 18 1 loss 15q15.2 
15 60972325 61088810 116 aCGH 164 1 loss 15q22.2 
15 61013134 61021909 9 aCGH 16 0 loss 15q22.2 
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chrom start end kb method probes copies type band 

15 60983429 61130639 147 aCGH 206 1 loss 15q22.2 
15 71908678 72038676 130 aCGH 147 1 loss 15q23 
16 2257374 2262987 6 aCGH 14 3 gain 16p13.3 
16 72598884 72696237 97 aCGH 32 1 loss 16q22.2 
16 78604831 78689352 85 aCGH 186 1 loss 16q23.1 
16 83041537 83247237 206 aCGH 435 1 loss 16q23 
16 83165910 83261615 96 aCGH 194 1 loss 16q23.3 
18 7859159 7877052 18 aCGH 16 1 loss 18p11.23 
18 8101814 8116625 15 aCGH 11 1 loss 18p11.23 
18 34345684 34992205 647 aCGH 398 3 gain 18q12.2 
20 14568758 14702440 134 aCGH 117 1 loss 20p12.1 
22 33922837 33994118 71 aCGH 94 1 loss 22q12.3 
X 95963620 96075055 111 aCGH 57 0 loss Xq21.33 
X 96416258 96443397 27 aCGH 27 0 loss Xq23.33 
X 96591587 96793675 202 aCGH 60 0 loss Xq21.33 
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Table S9. CNVs in larges genes in human genomic disease and cancer 

genea size (Mb)b 
de novo CNVs 
in this study 

de novo CNVs in human 
genomic disease and cancerc references 

matching long transcription unit in 090 or HF1 fibroblastsd 
LSAMP 2.2 41 osteosarcoma (Pasic et al. 2010) 

MACROD2 2.1 3 major depressive disorder, multiple cancers (Perlis et al. 2012; Zack et al. 2013) 
PDE4D 1.6 2 esophageal adenocarcinoma (Nancarrow et al. 2008) 
AUTS2 1.2 19 ASD, developmental delay (Mefford et al. 2010; Beunders et al. 2013; 

Nagamani et al. 2013) 
WWOX 1.1 10 multiple cancers (Beroukhim et al. 2010; Zack et al. 2013) 

IMMP2L 0.9 5 Alzheimer’s disease, ASD (Maestrini et al. 2010; Swaminathan et al. 2012) 
NEGR1 0.9 11 childhood obesity, cancers, dyslexia (Jarick et al. 2011; Veerappa et al. 2013; Zack et al. 

2013) 
MAGI1 0.7 2 bipolar affective disorder, schizophrenia (Karlsson et al. 2012) 

matching long transcription unit in mES cells only e 
PTPRD 2.3 4 ADHD, hepatocellular carcinoma, 

esophageal adenocarcinoma 
(Beroukhim et al. 2010; Elia et al. 2010; Nalesnik et 
al. 2012) 

FHIT 1.5 5 ASD, multiple cancers (Beroukhim et al. 2010; Girirajan et al. 2013; Zack 
et al. 2013) 

NRXN1 1.1 7 ID, ASD, schizophrenia (Gregor et al. 2011; Tucker et al. 2013) 
NLGN1 0.9 3 ASD, ID (Glessner et al. 2009) 

not transcribed in cell lines in this studyd 
CNTNAP2 2.3 0 schizophrenia, autism, epilepsy, ADHD, 

dyslexia, multiple cancers 
(Friedman et al. 2008; Elia et al. 2010; Mikhail et al. 
2011; Veerappa et al. 2013; Zack et al. 2013) 

DMD 2.2 0 Duchene muscular dystrophy, multiple 
cancers 

(White and den Dunnen 2006; Beroukhim et al. 
2010; Mitsui et al. 2010; Zack et al. 2013) 

DLG2 2.2 0 ID, multiple congenital abnormalities (Vulto-van Silfhout et al. 2013) 
NRXN3 1.6 0 ASD (Vaags et al. 2012) 
PARK2 1.4 0 Parkinsonism, ASD, multiple cancers (Glessner et al. 2009; Mitsui et al. 2010; Wang et al. 

2013; Zack et al. 2013) 
GRID1 0.8 0 ASD (Glessner et al. 2009) 

a The table provides examples of genes with human disease-associated CNVs and is not inclusive. 
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b Gene sizes are from the Ensembl annotation.  
c Abbreviations: ASD, autism spectrum disorder; ADHD, attention deficit hyperactivity disorder; ID, intellectual disability. 
d CNV counts are from combined 090 and HF1 fibroblast data. 
e CNV counts are from mES cell data. No CNVs were found at these loci in 090 and HF1 cells. 
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