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Self-Calibrated Line-Scan STED-FCS to Quantify Lipid Dynamics in Model
and Cell Membranes
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ABSTRACT Only a limited number of noninvasive techniques are available to directly measure the dynamic behavior of lipids
in model and cell membranes. Here, we explored whether a commercial instrument could be used for fluorescence correlation
spectroscopy (FCS) under pulsed stimulated emission depletion (STED). To overcome issues with photobleaching and poor
distinction between confocal and STED signals, we implemented resonant line-scan STEDwith filtered FCS, which has the addi-
tional benefit of autocalibrating the dimensions of the point-spread function and obtaining spatially resolved molecular mobility at
subdiffraction resolution. With supported lipid bilayers, we achieved a detection spot radius of 40 nm, although at the expense of
decreased molecular brightness. We also used this approach to map the dynamics of Atto646N-labeled sphingomyelin and
phosphatidylethanolamine in the plasma membrane. Despite the reliability of the method and the demonstration that photo-
bleaching and the photophysical properties of the dye did not influence diffusion measurements, we found great heterogeneities
even within one cell. For both lipids, regions of high local density correlated with slow molecular diffusion, indicating trapping of
Atto646N-labeled lipids. Future studies with new dyes are needed to reveal the origin of the trapping.
INTRODUCTION
Various concepts of membrane organization, such as the
lipid raft hypothesis, have elevated lipids from simple mem-
brane building blocks to regulatory elements (1). It is
certainly now appreciated that lipids in biological bilayers
can actively contribute to domain formation and membrane
compartmentalization (2). However, the tools and tech-
niques for studying lipid domains and the dynamic behavior
of lipids in native cell membranes are still in their infancy
and consequently relatively little is known about the size,
geometry, diversity, and assembly/disassembly rates of lipid
domains and complexes, and the ability of these entities to
attract and retain other membrane proteins. The limited
number of techniques that can be applied equally to model
and cell membranes has made it exceedingly difficult to
identify which physical mechanisms observed in model
membranes are dominant in cell membranes, and how the
diversity of cellular lipids preconditions membranes for spe-
cific biophysical processes. Often lipid manipulations such
as cholesterol depletion are used to infer a role for lipids
in distinct biological functions, but in complex membranes,
interpretation of the data is often not straightforward (3).
Alternatively, the distribution and dynamics of membrane
proteins are interpreted as evidence of an underlying lipid
organization (4). Thus, it is not surprising that many mem-
brane models still await direct and vigorous testing.
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In our opinion, there are two breakthrough technologies
that have provided direct insights into the dynamics of sin-
gle lipids in the plasma membrane of live, unfixed cells.
Both employ fluorescent lipid analogs and require a highly
sophisticated imaging setup, so experiments involving these
approaches have rarely been repeated and expanded to an
extended range of lipids. These two technologies are 1)
single-molecule tracking at extremely high acquisition
speeds to identify lipid hop diffusion (5), in support of the
picket-fence membrane model proposed by Kusumi et al.
(6); and 2) stimulated emission depletion combined with
fluorescence correlation spectroscopy (STED-FCS) (7), in
which the reduction of the FCS excitation spot can be
used to apply the FCS law (8) and reveal the differential
trapping of sphingomyelin (SM) over phosphatidylethanol-
amine (PE) in cholesterol-dependent domains.

Given that STED instruments are now commercially
available, we investigated whether we could implement
the STED-FCS technique in such a fashion as to obtain
robust and reproducible results regarding lipid diffusion in
model and cell membranes. In STED, so-called fluorescence
superresolution is achieved by overlaying the excitation
beam of a conventional confocal laser scanning microscope
with a second laser beam, which reversibly switches off the
fluorescence emission in the outer regions of the diffraction-
limited focal spot of the excitation laser, thereby reducing
the point-spread function (PSF) and vastly improving the
spatial resolution (9). In utilizing STED for lipid measure-
ments, we were particularly concerned about the photo-
bleaching effect of the powerful STED laser, since these
http://dx.doi.org/10.1016/j.bpj.2014.12.007
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experiments need to be conducted in live, unfixed cells. In
addition, since depletion by the STED laser may not result
in 100% suppression of fluorescence, the overall emitted
light from the sample may be the sum of the fluorescence
from the center of the STED doughnut (the superresolution
fluorescence that we refer to here as the central spot emis-
sion) and the incompletely suppressed fluorescence from
the doughnut region of the STED beam (referred to here
as the ring emission) (10), decreasing the achievable spatial
resolution.

To date, improved lateral resolution by STED has mainly
been used in point-acquisition STED-FCS studies (11,12),
for STED raster image correlation spectroscopy (STED-
RICS) (13), and more recently for pair-correlation analysis
(14). By reducing the free diffusion time across the detec-
tion spot, the smaller detection spot offered by STED im-
proves the observation window of transient molecular
immobilization toward the millisecond timescale, provided
the precision and accuracy of the STED-FCS acquisition
are sufficiently high. It is well described that point confocal
FCS acquisitions require precise calibration of the detection
volume (15) and precise z positioning when the lateral diffu-
sion of lipids in membranes is measured (16). Several solu-
tions for the spot size calibration problem have been
implemented (16,17). The most practical solution for lateral
diffusion measurements is to use scanning FCS (18), partic-
ularly line-scan FCS (LS-FCS) (19), which is compatible
with commercial instruments. Moreover fast scanning
inherently reduces photobleaching of the dye because it re-
duces the probability of excitation from the triplet state into
higher-energy states (20).

Background signals, such as scattered light, detector
afterpulsing, and thermal noise, can corrupt the amplitude
and shape of autocorrelation functions, leading to errors in
the quantification of dye concentrations and time constants
of fast dynamics (21). An elegant way to remove the un-
wanted contributions to the FCS curves is to filter out the
background signal based on the time response after pulsed
excitation. Enderlein and Gregor (21) showed that photon
filtering (weighting) based on the nanosecond time patterns
of the fluorescent and background signals can efficiently re-
move the detector afterpulsing contribution to correlation
curves. �Stefl et al. (22) demonstrated that photon filtering
can be used to extract correlation curves for particular re-
gions of the confocal detection volume, provided the nano-
second time patterns differ at different locations of the
confocal volume.

Inspired by solutions developed for traditional confocal
FCS, we implemented a fast resonant line scanning and fluo-
rescence filtering approach to overcome the calibration,
photobleaching, and background issues encountered with
STED-FCS. By calculating spatiotemporal correlations us-
ing a newly developed fast correlation algorithm, we can
obtain the exact PSF dimension so that the diffusion mea-
surements become autocalibrated and parameters such as
fluorophore concentrations, brightness, and diffusion coeffi-
cients can be plotted relative to the measured excitation spot
area. The fluorescence filtering removes the background
signals, which improves the achievable resolution. Addi-
tionally, spatially resolved molecular diffusion data are ob-
tained along the scanned line. We applied STED-LS-FCS
measurements to DOPE-Atto647N and SM-Atto647N in
Cos7 cells and found great heterogeneities even within
one cell, where the local concentration of the fluorophores
correlated inversely with the diffusion coefficient for both
lipids. This meant that fitting of spatiotemporal correlation
functions would require one to detect subtle differences be-
tween PE and SM dynamics. Hence, we explored other,
diffusion-model-free analyses of the same spatiotemporal
correlation data, such as image mean-square displacement
(iMSD), that might be useful for bridging the data obtained
by FCS and single-particle tracking (23).
Theory

A detailed Theory section is provided in the Supporting
Material.
MATERIALS AND METHODS

Fluorescent lipid analogs

1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC) was purchased from

Avanti Polar Lipids (Alabaster, AL). DOPE-Atto647N was obtained from

ATTO-TEC (Siegen, Germany). Oregon Green 488 DHPE was obtained

from Life Technologies. SM-Atto647N was a kind gift from Christian Egg-

eling, University of Oxford.
Supported lipid bilayers

First, we prepared a 1 mM mixture of DOPC with DOPE-Atto647N, with

a ratio of fluorescent dye to lipids of 1:100,000. The organic solvent was

evaporated under a stream of nitrogen and the resulting thin lipid film

was kept for 2 h under vacuum. The dried lipid film was subsequently

hydrated with 10 mM HEPES buffer (150 mM NaCl, pH 7.4) and the

solution was extensively vortexed for at least 2 min until multilamellar

vesicles were formed. Next, the cloudy solution was extruded by 21

passages through a membrane with a 100 nm pore size (Avanti Polar

Lipids), yielding a suspension of large unilamellar vesicles (LUVs). The

LUV suspension was diluted in Ca2þ-containing buffer (10 mM HEPES,

150 mM NaCl, 1 mM CaCl2, pH 7.4) and incubated on glass surfaces

for 30 min. Glass coverslips were used both without and with cleaning

(a 20 min exposure to 1 mM NaOH in a sonication bath). Supported lipid

bilayers (SLBs) were rinsed to remove excess lipid vesicles and used

immediately.
Cell experiments

Cos-7 cells were cultured in high-glucose Dulbecco’s modified Eagle’s me-

dium (DMEM; Invitrogen) supplemented with 10% fetal calf serum. Cells

were plated into a 35 mm glass-bottom culture dish (Proscitech) 24 h before

experiments were conducted.

To label cells with fluorescent lipid analogs, 100 nmol of DOPE-

Atto647N or SM-Atto647N in chloroform was dried under a nitrogen
Biophysical Journal 108(3) 596–609
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stream and redissolved in 20 ml of absolute ethanol by vigorous vortexing.

The lipids were diluted to 100 mM with 100 mM defatted bovine serum

albumin (BSA; Sigma Aldrich, Australia). The defatted BSA solution

was prepared in phenol red-free, 10 mM HEPES-buffered DMEM (Life

Technologies, Australia). Cultured cells were washed with ice-cold

HEPES-buffered DMEM three times before addition of 50 mM of a lipid-

BSA complex solution. Cells were incubated with the lipid-BSA mixture

for 30 min and unbound lipids were removed by washing the cells with

HEPES-buffered DMEM three times. Finally, the cells were imaged in

HEPES-buffered DMEM containing 10% fetal calf serum.
STED-FCS hardware setup

For STED-LS-FCS acquisitions, a commercial Leica SP5 microscope with

a near-infrared pulsed STED module and an 8 kHz resonant scanner was

used. The excitation sources were pulsed diode lasers (LDH-P-635 and

LDH-P-FA-530B) driven by a PDL 800-B (all from PicoQuant, Germany),

and the depletion beam was provided by a wavelength-tunable Ti-Sapphire

laser (Mai Tai; Spectra Physics). The excitation power varied from 5 to

20 mW and the maximum depletion power was 100 mW for a 750 nm

wavelength at the objective back aperture at a frequency of 80 MHz.

We mostly used 750 nm rather than 780 nm depletion because it was

more than twice as efficient in depleting fluorescence, albeit at the expense

of a 10-fold higher anti-Stokes excitation background, which was limited

by the available depletion laser power. When a higher signal/noise ratio

(SNR) was preferred over the improved resolution, we used depletion at

780 nm. There was no difference in diffusion-related parameters between

the data obtained with either depletion wavelength. Synchronization of the

excitation and depletion pulses was realized by means of a software-

adjustable delay box (Leica). Minor modifications to the excitation path

were needed, including insertion of a laser cleanup filter HQ640/10

(Chroma) to suppress the laser diode background, and installation of a

motorized microscrew-based control of the excitation intensity (Schaefter

and Kirchhoff, Germany) to change the excitation intensity without modi-

fying the excitation pulse time profile. A STED-optimized 100� oil im-

mersion objective with NA 1.4 and 1 Airy unit pinhole size was used.

Emitted fluorescence passed an internal 700 nm short-pass filter and an

external 680/40 bandpass filter (Chroma), coupled through an optical

fiber to a MicroTime200 main optical unit (PicoQuant) containing

SPAD detectors (t-SPAD [PicoQuant, Germany] or PDM [Micro Photon

Devices, Italy]). Single photon detection events were saved in a time-

tagged time-resolved (TTTR) format with a photon-counting module

(PicoHarp300; PicoQuant). In the TTTR data, each photon was encoded

by its arrival time after the start of the acquisition, its arrival time after

a laser excitation pulse, and its detector number. Additionally, line start

markers provided by the Leica trigger box were inserted into the TTTR

file for image or LS reconstruction.

After we found the region of interest with xy scans, we increased the

zoom to a line length of 5.15 mm (80% of amplitude). Next, we initiated

continuous bidirectional confocal xt scanning with minimized page breaks

and optimized the z position by minimizing the apparent PSF width, which

corresponds to placing the membrane properly into the focused beam waist.

After this membrane focusing procedure, we activated the STED laser and

started the TTTR data acquisition. Usually, data acquisition took ~1 min for

one STED power setting. However, when we tried to reach the minimum

spot size using the full laser power at 750 nm depletion (with reduced

SNR), the data acquisition was extended up to 5 min.
STED-FCS software

Imaging and setup of the xt scans, including STED alignment, were done

using standard LAS AF software. For single photon data acquisition in

TTTR format, and for online visualization of temporal and spatial correla-

tion functions and other LS-FCS output parameters, an acquisition program
Biophysical Journal 108(3) 596–609
with a user interface was written in LabVIEW (NI). The program uses a dll

library provided by PicoQuant to operate the PicoHarp300 photon-counting

unit and a custom-written dll library for fast spatiotemporal correlations

developed in C/Cþþ (MVS2010; Microsoft). The offline version of this

software allows for batch correlations of LS-FCS data in various data for-

mats, application of filtered FCS, correlation data fitting, and iMSD

analysis.
Correlation function fitting

The fluorescence cross-correlation function g(t,d) between two laterally dis-

placed foci along the x axis by a distance d is given by (6,24)

gðt; dÞ ¼ gN þ ε1ε2c

Z
dr1

Z
dr2Uðr2Þpðr2 � r1

� xd; tÞUðr1Þ;
(1)

where gN is the constant offset; ε is the factor that describe the overall exci-

tation power and detection efficiency in the detection volume; c is the con-
centration of the molecules;U(r) is the molecule detection function (MDF),

which gives the position-dependent probability of detecting a fluorescence

photon from a molecule at position r (which is equal to the PSF if the mole-

cule responds linearly to excitation intensity); and p(r2 � r1 � xd,t) denotes

the probability density that a molecule will move from position r2 to posi-

tion r1 þ xd within time t.

Approximating the MDF by a two-dimensional (2D) Gaussian profile

and assuming multiple components freely diffusing within the plane, the

correlation function takes the form

gðt; dÞ ¼ gN þ
Xn

i¼ 1
Ai

1

4Dit þ u2
e

�
�d2

4Ditþu2

�
; (2)

where n is the number of components, A is the amplitude, D is the diffusion

coefficient, and u is the 1/e2 radius of the Gaussian beam profile. The full
width at half-maximum (FWHM) parameter, which is often used to

describe the lateral resolution, is equal to FWHM ¼ 1.177 � u. Since

the time resolution of the LS is 63 ms and typical triplet relaxation times

are on the microsecond timescale, we did not include a triplet term into

our model.

If the diffusion is not Brownian, the probability density that a molecule

will move from one position to another differs from Green’s function

for the free diffusion. An example of how this probability density

changes and a description of the correlation function when molecules

are subject to transient binding at random locations are provided in

Dertinger et al. (25).

To fit the intensity-normalized temporal autocorrelation function at

different points along the scanned line, we used a simple model for one-

component diffusion:

GðtÞ ¼ GN þ 1

PN

1

1þ 4Dt

u2

; (3)

where GN is the correlation function offset, PN is an average particle num-

ber in the detection spot, u is the spot radius, and D is the diffusion coef-
ficient. To estimate the average molecular transit time through the

detection spot without any a priori assumption of the diffusion mode, we

first fitted the spatial correlation at each lag time to a Gaussian profile to

obtain the dependency of the amplitudes on the lag time. The curve was

then smoothed with the cubic spline method, and an interpolated value at

which the curve decayed to 50% of its zero lag time extrapolated value

was read out.

We obtained iMSD plots by fitting a single Gaussian profile to spatial

correlations at varying lag times, extrapolating the spot radius to the zero
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lag time, and subtracting the obtained initial radius from the radii at varying

lag times.
RESULTS AND DISCUSSION

One of the main limitations of quantitative STED measure-
ments is that the PSF dimensions depend on the user-
adjusted power of the STED laser and the efficiency of
the depletion, which in turn depends on the fluorescent
probe as well as on the sample and the focus z position rela-
tive to the membrane. To make STED-FCS measurements
robust, one must avoid recording each data set with a
different PSF and a different degree of suppression of the
confocal signal. Hence, recording the STED resolution
with a different sample (e.g., with fluorescent beads) is often
a

d

e f

c

b

not practical or reliable, and careful calibration curves need
to be recorded (12). These are required because for many
measurements, and particularly for the quantification of
molecular dynamics and interactions, it is necessary to
know the dimensions and localization of the PSF (11).

Here, we used LS-FCS (Fig. 1) to obtain the spatiotem-
poral correlation function with sufficient sampling, which
enabled us to obtain the effective radius of PSF directly
from the spatial correlation extrapolated to zero lag time
without the need for external calibration. For LS-FCS acqui-
sition of fluorescent lipids (here DOPE-Atto647N) in the
plasma membrane, only cells with a sufficiently low label-
ing density are suitable for correlation analysis (<100 mol-
ecules per detection spot is optimal; Fig. 1 a). With the
plasma membrane adherent to the glass coverslip in focus,
FIGURE 1 Principles of LS-FCS. (a and b) In-

tensity images of the plasma membrane adjacent

to a glass coverslip in a COS7 cell labeled with

DOPE-Atto647N (640 nm excitation at 5 mW).

The scale bar represents 10 mm and 1 mm, respec-

tively. (b) The highlighted region (red square in a,

5 mm � 5 mm) is used to select the position of the

LS (green line). (c) Kymograph representing the

time evolution of the fluorescence intensity along

the scanned line. The scale bar represents 1 mm.

A total of 2,170,000 lines were sampled for 137 s

at 63 ms per line. At full resolution, each line con-

sists of 2,852 nonequally spaced points. (d) A

zoomed region of the kymograph reveals the scar-

city of detected photons. The scale bar represents

100 nm. (e) Individual photons (stars) are recorded

in a TTTR format and the arrival time of each

photon is converted into its exact position along

the scanned line (blue lines; the black line indicates

movement of the scanner). The time and position

differences, vt and vx, respectively, from which

spatiotemporal correlation curves are calculated

are shown for a selected pair of photons. (f) Spatio-

temporal autocorrelation for DOPE-Atto647N in a

COS7 cell from the image shown in (a) and (b) at

confocal (i.e., diffraction-limited) resolution. The

projections along the space and time axes are pro-

vided to highlight the shape of the autocorrelation

function reflecting the time decay and PSF profile,

respectively. To see this figure in color, go online.

Biophysical Journal 108(3) 596–609



600 Benda et al.
we selected a region of interest and chose a line within the
region (Fig. 1 b). We switched the acquisition mode to a
continuous bidirectional LS, i.e., an xt scan, and visualized
the LS as a kymograph (sometimes also called an intensity
carpet; Fig. 1 c). The kymograph helped us check the quality
of the acquired data. In principle, a kymograph acquired by
any imaging format allows one to calculate the spatiotem-
poral correlation function (19).

The correlation function can be calculated by direct
multiplication (19) or by a fast Fourier transform (FFT)
(26). However, the size of the kymograph at full resolution
made it difficult for us to obtain correlation functions from
our data by FFT. A 1 min acquisition produces a kymograph
of 512 � 960,000 points, which simply takes too long to be
processed by FFT on a standard PC. Direct multiplication is
also computationally demanding, but it allows for imple-
mentation of the multiple-tau algorithm combined with his-
togramming, similar to the point FCS correlation algorithm
described by Felekyan et al. (27). Inspecting the single-line
data in more detail revealed that most of the points of
the full-resolution kymograph contained zero photons
(Fig. 1 d). We therefore switched from image-like acquisi-
tion to a single-photon acquisition mode using a TTTR
format (Fig. 1 e). In this mode, every detected photon was
assigned a time (t) from the start of the acquisition in mul-
tiples of pulsed laser periods, a time (t) from the excitation
laser pulse with picosecond time resolution, and the detector
number (d). We could recover the position of the scanner at
the time of photon detection using inserted markers, which
indicated the start of each scanned line. We then obtained
the spatiotemporal correlation function by counting the
number of occurrences for a given time (vt) and position
(vx) difference (Fig. 1 f). Hence, this data acquisition format
has the additional benefit that the exact position of each
photon is known and no binning is required to generate
the kymograph. The raw correlation histogram was subse-
quently corrected for nonlinear motion of the resonant scan-
ner, uneven intensity distribution along the scanned line, and
homogeneous photobleaching (Fig. S1). The approach was
verified with simulations (Fig. S1), and imaging of nonmo-
bile beads had no temporal or spatial correlations with this
approach (Fig. S2). The correlation algorithm is not
restricted to TTTR data and can also be used for fast corre-
lation of xt scans exported as TIFF images (Fig. S3).

The spatial autocorrelation extrapolated to zero lag time
corresponds to a convolution of the PSF with itself (shown
as a projection along the time axis in Fig. 1 f). Approxi-
mating the PSF by a Gaussian, the convolution is also a
Gaussian with the radius equal to the square root of two
times the PSF radius (as can be seen from Eq. S15 for
t ¼ 0; see the Theory section in the Supporting Material).
Hence, the correlation function directly gives us the effec-
tive PSF size without the need for additional calibration ex-
periments. The correlation function at the zero distance is
equal to the standard point FCS autocorrelation function
Biophysical Journal 108(3) 596–609
(shown as a projection along the distance axis in Fig. 1 f
and Eq. S15 for d ¼ 0).

Compared with point FCS acquisition, LS-FCS sacrifices
superior time resolution for spatial resolution and averaging.
Point FCS allows one to calculate the correlation function at
the repetition frequency of the pulsed laser (or the time res-
olution of the acquisition board for continuous wave (CW)
excitation), which was 12.5 ns here for pulsed Ti-Sa
STED-FCS. The time resolution of LS-FCS is given by
the frequency of the scanner, which was 63 ms for a
7.92 kHz bidirectional scan. The limitation of LS-FCS is
that the average residence time of the diffusing molecule
in the detection volume must be longer than this time reso-
lution. The diffusion coefficient for lipid translational diffu-
sion in cellular membranes is on the order of %2 mm2s�1,
which results in a correlation time of 5 ms for a diffrac-
tion-limited spot of 200 nm radius, and a correlation time
of 200 ms for an STED spot of 40 nm radius. This means
that LS-FCS at 7.92 kHz scan frequency and spot sizes
down to 40 nm can be used to assess lipid diffusion in cells.
An additional consideration is the SNR for correlation func-
tions, which is given not only by the brightness of the mol-
ecules and the background signal but also by the number of
events that caused the fluctuations of the fluorescence signal
during the data acquisition. In the case of diffusion measure-
ments, the event that causes fluctuations is the passage of a
molecule through the detection spot. Although in general an
LS and a point measurement acquire a similar amount of
photons, by collecting the signal over larger area, the LS
averages more molecular passages. The better averaging
of the correlation function allows for shorter acquisition
times, especially for slowly diffusing species.

The LS can be considered as a one-dimensional variant of
RICS (28,29). In a standard RICS experiment, a series of xy
images are taken and correlations between neighboring
pixels within each image are calculated. The main differ-
ence between RICS and LS-FCS is the time and spatial sam-
pling, and hence the resulting spatiotemporal correlation
function. In a typical RICS experiment, the time sampling
is limited to a couple of points at tens-of-microseconds
timescales for neighboring pixel correlations, a couple of
points at millisecond time resolution for neighboring lines
correlations, and a couple of points at second time resolu-
tion for subsequent frames correlations. In contrast to
continuous time sampling from 63 ms to seconds in LS-
FCS, this sampling is not sufficient to obtain the PSF radius
directly from the spatial correlation and must be a known
parameter. LS-FCS seems to be a suitable compromise be-
tween point FCS and RICS, since it offers a medium spatial
averaging with medium temporal resolution and the addi-
tional advantage of self-calibration of the PSF radius.

A severe problem in performing accurate STED measure-
ments is background signals that can come from scattered
excitation and STED light, dark counts and afterpulsing of
the detector, anti-Stokes excitation by STED beam, and
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incomplete suppression of the fluorescence in the STED
doughnut. The latter is fluorescence (here termed ring emis-
sion) that is emitted before the depletion is completed
(Fig. 2 a), in case of a pulsed depletion or before the deple-
tion is sufficiently high for CW depletion. Such unwanted
background signals decrease the resolution (Figs. 2 e and
S4) and in quantitative FCS measurements lead to an over-
estimation of the number of the fluorescent molecules.

To minimize the problem with ring emission, we ex-
ploited the time-correlated single photon counting (TCSPC)
features of the TTTR data acquisition. We generated TCSPC
histograms that showed that the photon distribution over
time depends on the delay between excitation and depletion
pulses (Fig. 2 b). The ring emission itself was a fast compo-
nent in the decay curves (Fig. 2 c) and the contribution of the
ring emission to the overall signal depended on the delay be-
tween excitation and depletion pulses (Fig. 2, a and b). The
more overlapping the pulses were, the more the ring emis-
sion was decreased, but it was impossible to remove it
completely. The drawback of minimizing the ring emission
by higher overlapping of excitation and depletion pulses is
that this also lowers the STED efficiency. This is because
fluorophores that are excited at the end of the excitation
pulse are only exposed to parts of the depletion pulse, so
the efficient STED power is lowered and consequently the
spatial resolution is decreased. An optimal depletion pulse
should arrive only after the excitation pulse is completed,
which leads to an increased ring emission, again leading
to a decrease in resolution. In practice, one needs to balance
these two effects to obtain the highest possible resolution. In
our case, the optimal delay was 100 ps when the ring fluo-
rescence was not removed from the correlation function
(solid symbols in Fig. 2 e).

Removal of the ring fluorescence was previously
achieved by nanosecond time gating for STED imaging ex-
periments (10), CW STED-FCS acquisition (30), and
recently for pulsed STED-FCS experiments (31). The trick
behind the time gating is simple: only photons that arrive
after the ring fluorescence has decayed are used to calculate
the correlation function. However, a more accurate means of
distinguishing between photons from the central zero-STED
spot and ring emission is photon filtering, an approach that
was previously used in fluorescence lifetime correlation
spectroscopy (32,33) and more recently in fluorescence
spectral correlation spectroscopy (34). In filtered FCS,
each photon is weighted according to a filter that splits the
signal into its various contributions (here the central spot
emission and ring emission, and potentially also the uniform
background fluorescence) based on their fluorescence decay
patterns. This is possible because the fluorescence decay
patterns differ for these two emissions (Fig. 2 c). The filters
constructed from these decay curves (Fig. 2 d) are then used
during the calculation of the spatiotemporal correlation
functions. We split the original raw correlation function
into four filtered correlation functions (Fig. S4) and found
that the autocorrelation of the central spot emission with
itself had the best spatial resolution. The improvement in
spatial resolution due to removal of the ring emission by
photon filtering is demonstrated in Fig. 2 e. Without
filtering, the best resolution in this experiment was 70 nm
with a 100 ps delay, whereas with filtering, the resolution
was 55 nm for a delay of R200 ps. The fact that the resolu-
tion stayed constant for longer delays after application of the
photon filters is in agreement with our assumption that the
ring emission is the cause of the decreased spatial resolu-
tion. The amount of removed ring emission is the difference
between the intensities before and after filtering (Fig. 2 d,
blue curves).

The advantage of filtering over gating is that all photons,
even those emitted simultaneously with the background,
are used. On the other hand, filtering introduces additional
uncertainty and thus decreases the SNR. In general, both
gating and filtering achieve similar resolution provided
that the afterpulsing of the detector is low, as was the
case here. Only in the extreme case of high depletion
power (100 mW) and low apparent molecular brightness
could we observe a slightly better performance for filtering
(improvement from 45 to 40 nm; data not shown), as it
also removed the contribution from afterpulsing photons
(22). Thus, the main difference between gating and filtering
is the SNR of the correlation curves. For dyes with long
fluorescent lifetimes (such as Atto647N used in this
study) and pulsed depletion, the differences are small.
For dyes with a short lifetime, filtering achieves a better
SNR than gating. The most significant difference in terms
of SNR between gating and filtering can be expected for
CW STED depletion with pulsed excitation. Our simula-
tions show that for the same resolution, the relative stan-
dard deviation of correlation curves obtained by filtering
was almost two times lower than that obtained with gating
(Fig. S5).

The primary purpose of STED-FCS is to extend variable-
spot FCS (vsFCS) below the diffraction limit (35). In
vsFCS, the diffusion coefficients are measured at different
length scales and the diffusion mode of the studied mole-
cules is deduced from the dependence of the obtained diffu-
sion coefficients on the measurement spot size (8). Typical
modes include free Brownian diffusion, confined diffusion
due to domains or meshwork, and temporary binding to
immobile structures. For the latter, the sensitivity of the
method depends on the ratio of the timescale of the molec-
ular transit time to that of the binding/unbinding event
(Fig. S6). If the binding/unbinding event is much faster
than the time it takes the molecule to diffuse through the
detection spot, it is difficult to distinguish between fast
diffusion with temporary trapping and slow diffusion
without trapping. Shrinking the detection spot size can
thus shorten the average transition time and increase the
sensitivity of vsFCS to fast binding/unbinding, as demon-
strated by Mueller et al. (7).
Biophysical Journal 108(3) 596–609
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FIGURE 2 STED-FCS with photon weighting improves the spatial resolution and SNR. (a) Scheme of the pulsed STED excitation-depletion principle.

A focused diffraction-limited 640 nm excitation pulse of 100 ps FWHM (red line) is followed by a 750 nm doughnut-shaped STED pulse of 200 ps FWHM

(pink line). The molecules in the outer ring of the excitation spot are switched off, leading to an improvement in spatial resolution. The overall detected

fluoresce decay (black line) depends on the delay between the excitation and depletion pulse, and on the excited-state lifetime of the fluorophores. (b) TCSPC

histograms of DOPE-Atto647N fluorescence in SLBs (DOPC/DOPS at 4:1) for various time delays between the excitation pulse (640 nm, 100 ps FWHM,

10 mW) and the Ti-Sa STED pulse (750 nm, 200 ps FWHM, 50 mW). (c) The overall TCSPC histogram (black line) from an experiment with an efficient

STED depletion can be decomposed into a normally decaying component (green line) originating from fluorescence of nondepleted molecules located in the

central region and a fast-decaying component (blue line) stemming from the ring region before fluorescence depletion. (d) Photon-weighting filters calculated

from the TCSPC histogram (shown in c) for superresolved (green) and ring (blue) photons that go into the spatiotemporal correlation function calculation.

Unlike photon gating (red line), photon weighting keeps the overall intensity constant (black line). (e) Dependence of the spatial resolution (black line) and

fluorescence intensity (blue line) on the delay between excitation and depletion pulses before (solid squares) and after (open squares) application of the

photon-weighting filters shown in (d). The best resolution is achieved for delays longer than 200 ps with the ring fluorescence removed by photon weighting.

Data are described in (b). (f) Comparison of temporal correlation decays at zero spatial difference obtained for a 200 ps delay between excitation and deple-

tion pulses without (blue line) and with (black) photon weighting. Removal of the ring fluorescence increases the amplitude and shortens the correlation time.

To see this figure in color, go online.
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We tested the STED-vsFCS approach on SLBs labeled
with DOPE-Atto647N (Fig. 3). The increase in STED power
led to a narrowing of the spatial correlation function, a
shortening of the time decays, and an increase in amplitude
(Fig. 3, a–d). The spatiotemporal correlation functions were
fitted to a 2D free-diffusion model with two components
(Eq. S15). From the spatial correlations extrapolated to
zero lag time, a dependency of the PSF radius on the
STED laser power was obtained (Fig. 3 e). The shrinking
of the detection spot size down to 40 nm was accompanied
by a decrease in the apparent molecular brightness. This
effect can be explained by nonzero STED intensity in the
center of the STED doughnut. Knowing the effective PSF
size, we could plot the apparent particle number (Fig. 3 f)
and diffusion coefficients (Fig. 3 g) as a function of the cen-
tral spot area. The particle number scaled linearly with the
spot area unless the latter had a radius of <70 nm. The de-
viation from linearity at small spot sizes can be explained by
the decrease in molecular brightness, since a lower ratio of
noncorrelating background to correlating signal increases
the apparent particle number. The two diffusion coefficients
obtained for the fast and slow fractions differed in their
dependence on the spot area (Fig. 3 g). The fast diffusion co-
efficient remained constant, indicating free diffusion. The
slow diffusion coefficient decreased with the spot size, indi-
cating temporary binding. It is possible that positively
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charged DOPE-Atto647N dye becomes transiently arrested
on the negatively charged glass surface (25). Hence, this
experimental example illustrates both the accuracy and
sensitivity of STED-vsFCS measurements obtained using
our approach of line scanning and photon weighting.

It is well known that the quality of confocal FCS data ac-
quired on planar membranes crucially depends on the rela-
tive axial position of the focal plane and the sample (16).
Although LS-FCS mitigates the error of the diffusion coef-
ficient coming from wrong focusing by its internal calibra-
tion, we decided to investigate how the STED-FCS data are
influenced by changing the axial z position at high STED
powers (Fig. S7). The dependencies of the spot radius (black
squares) and the apparent molecular brightness (red trian-
gles) on the z position clearly indicated that there was
only a small region in which the measurement was optimal.
If the focus is below the membrane, the apparent molecular
brightness decreases strongly, which spoils the SNR of the
correlation function. If the focus is above the membrane,
the molecular brightness also decreases, although not so
steeply, and the spatial resolution is compromised as the
spot radius increases. The optimal region in these experi-
ments occurred within a 200 nm zone in the axial direction,
meaning that a stable stage is required for these measure-
ments (i.e., stage or objective drift should be <200 nm
over the acquisition).
0.08 0.10 0.12

[µm2]

0.00 0.02 0.04 0.06 0.08 0.10 0.12
0.0

0.5

1.0

1.5

2.0

2.5

Area [µm2]

D
iff

us
io

n 
co

ef
fic

ie
nt

 fa
st

 [µ
m

2 s-1
]

0.00

0.02

0.04

0.06

0.08

0.10

0.12

 D
iff

us
io

n 
co

ef
fic

ie
nt

 s
lo

w
 [µ

m
2 s-1

]

c d

g

47N in SLBs on glass (DOPC/DOPS 4:1, lipid/dye 20,000:1,640 nm exci-

nd (d) 100 mW. (e) Dependence of the effective spot radius (black squares)

dius decreased from 185 nm to 40 nm at the expense of lower molecular

st the spot area. The black line represents the theoretical linear dependence

tions at different STED powers were fitted to a two-component model. The

plotted against the spot area to create a vsFCS plot. To see this figure in
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An often-discussed issue with STED measurements is the
influence of the intensive STED beam on the photophysics
and photobleaching of the fluorophores. To demonstrate
that the shortening of the correlation function is indeed
due only to the diffusion and smaller detection spot size,
and not to higher rates of switching into dark states, we
adopted a novel (to our knowledge) fit-free concept called
area integrated correlation function (AICF) for STED-LS-
FCS data. The AICF integrates the values of the spatiotem-
poral correlation function over the area for varying lag
times. In the case of line scanning, the spatiotemporal corre-
lation function is obtained for only one dimension and hence
we assume that the correlation function is symmetric within
the xy plane. For any kind of 2D diffusion, whether Brow-
nian or anomalous, the AICF profile is constant over time
as the molecules remain fluorescent within the plane. An
AICF profile that decays over time is indicative of other pro-
cesses, such as out-of-plane diffusion (three-dimensional
diffusion), intersystem crossing, and photobleaching. All
of these processes cause molecules to disappear from the
plane, which leads to the temporal decay of AICF on the
timescale of the underlying process. The AICF profile of
DOPE-Atto647N in SLBs on glass at various STED powers
(Fig. S8, solid lines) indicates that the initial STED power-
dependent decay of temporal autocorrelation functions
(Fig. S8, dashed lines) was due to 2D diffusion and not to
the photophysical properties of the dye or photobleaching.
The changes in the AICF at longer times can be attributed
to the increased SNR associated with wider and lower am-
plitudes in the spatial correlation function.

Having demonstrated the suitability and accuracy of this
approach in model membranes, we applied line-scan filtered
STED-FCS to cells to further test the method in live
biological specimens. We measured and calculated the
spatiotemporal correlations with and without STED for
a glycophosphatidylinositol (GPI)-anchored protein tag
labeled with Atto647N in plasma membrane of HeLa cells
(Fig. 4, a and d), for DOPE-Atto647N in plasma membrane
of COS7 cells (Fig. 4, b and e), and for a membrane-targeted
fluorescent protein (Lck10-TagRFP657) in plasma mem-
brane of COS7 cells (Fig. 4, c and f). For DOPE-Atto647N
in plasma membrane of COS7 cells, we reached a resolution
of 50 nm, which is similar to that obtained in pure lipid bi-
layers. For GPI-SNAP-Atto647N, we reached a resolution
of 60 nm. With the recently introduced far-red emitting fluo-
rescent protein TagRFP657 (36), we achieved better results
with 532 nm excitation than with 640 nm excitation, which
allowed us to capture a larger part of the emission spectrum.
The resolution for the fluorescent protein improved from
160 nm in confocal mode to 95 nm in STED mode.

Mueller et al. (7) showed that DOPE-Atto647N diffused
freely in plasma membrane, whereas SM-Atto647N was
subject to temporary binding. We also acquired vsFCS
data for DOPE-Atto647N and SM-Atto647N in plasma
membrane of COS7 cells. We fitted the spatiotemporal cor-
Biophysical Journal 108(3) 596–609
relation functions by a two-component model and plotted
the slow and fast diffusion coefficients versus the effective
PSF size (Fig. 5, a and b). We could not observe any trends
for either lipid because of the huge scatter in the data
(Fig. 5, a and b). Therefore, we attempted to discover the
source of the scatter. To rule out the possibility that errors
were introduced by fitting the data to a two-component
model, which may not accurately describe the lipid diffu-
sion modes, we utilized a model-free approach and plotted
the average transit time versus the spot area (Fig. S9). How-
ever, no trend or clear distinction between DOPE-Atto647N
and SM-Atto647N could be seen. There are many possible
reasons for this discrepancy between our study and previ-
ously published reports (7,11,12), including the use of
different cell types (see Conclusions for more details).

Another method for evaluating spatiotemporal correlation
data that does not a priori require diffusion models is iMSD
(23). This method assesses the time evolution of the MSD of
diffusing molecules as the difference between the width of
the spatial correlation distribution at the given lag time
and the extrapolated distribution width for zero lag time.
The widths of the spatial correlation distribution are ob-
tained by fitting single-component Gaussian functions.

The average iMSD curves obtained from the same
spatiotemporal correlation data (Fig. 5 c) indeed suggest a
difference in diffusion between DOPE-Atto647N and SM-
Atto647N in cells. The initial slope at short times, propor-
tional to the diffusion coefficient, is similar, but the iMSD
curve for SM-Atto647N levels off earlier and at shorter dis-
tances than DOPE-Atto647N. Here, we used only one
Gaussian function to fit the PSF at any lag time. If there
are fast- and slow-diffusing populations, the one-Gaussian
fit will return an average PSF width, which depends on
the fraction of molecules belonging to either population
and also on the lag time. The longer the lag time, the higher
is the contribution of the slow fraction to the average PSF
width. Taking this interpretation of iMSD plots into account,
the earlier leveling off for SM-Atto647N compared with
DOPE-Atto647N suggests a higher fraction of slow SM
than DOPE molecules. The smaller iMSD values for SM-
Atto647N at long lag times could be caused by the much
lower mobility of the slow fraction or by the smaller size
of the underlying confinement structures.

Similarly to FCS analysis, iMSD analysis could benefit
from the smaller PSF size under STED conditions. Smaller
detection volumes enhance the relative difference in
apparent diffusion coefficients between the bound and free
fractions, making the difference detectable. Transient re-
striction of molecular diffusion leads to irregular widening
of the spatial correlation profile, which requires the use of
multiple Gaussian functions to describe its profile at times
shorter than the time constant of the transient immobiliza-
tion process. We tested a two-component Gaussian fit of
spatial correlations under STED conditions, but the fit pa-
rameters were too correlated and did not allow us to quantify



FIGURE 4 Examples of STED-LS-FCS in cells.

(a–c) Spatiotemporal correlation functions at a

confocal resolution of 170–200 nm of (a) GPI-

SNAP-Atto647 in a HeLa cell (640 nm excitation

at 5 mW), (b) DOPE-Atto647 in a COS7 cell

(640 nm excitation at 5 mW), and (c) Lck10-

TagRFP647 in a COS7 cell (532 nm excitation at

5 mW). (d–f) Spatiotemporal correlation functions

with STED for (d) GPI-SNAP-Atto647 in a HeLa

cell (640 nm excitation at 10 mW, 750 nm depletion

at 30 mW) resulting in a resolution of 70 nm;

(e) DOPE-Atto647 in a COS7 cell (640 nm excita-

tion at 10 mW, 750 nm depletion at 50 mW) at

60 nm resolution; and (f) Lck10-TagRFP647 in a

COS7 cell (532 nm excitation at 20 mW, 750 nm

depletion at 50 mW) with 95 nm resolution. To

see this figure in color, go online.
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the binding kinetics and reveal any qualitative differences
in diffusional properties of SM-Atto647N and DOPE-
Atto647N. We propose that a fitting-free analysis of the
spatial correlation distributions at different lag times (e.g.,
based on higher-moments analysis) could potentially pro-
vide information on the kinetics of transient immobilization
that would complement the results of a STED-FCS analysis.
It is possible that the large scatter in the vsFCS plot (Fig. 5, a
and b) of data obtained in cells represents either variations in
the membranes themselves or uncertainties in the measure-
ments. To test the robustness of the method in cells, we ac-
quired the full set of vsSTED-FCS data along a single line.
As data acquisition for one PSF size (i.e., STED power)
typically takes 1–3 min, the single-line vsSTED-FCS exper-
iments took >10 min. Such long acquisition times are
impractical because cells can move and fluorophores can
bleach during the acquisition. Fig. 5 d shows two examples
in which we successfully acquired the full vsSTED-FCS
series. The constant diffusion coefficient for the fast fraction
of DOPE-Atto647N in a COS7 cell (black squares) suggests
that the method was sufficiently robust, and diffusion of the
fast fraction of DOPE-Atto647N molecules was not ob-
structed. The second example for SM-Atto647N (red cir-
cles) shows a case in which the apparent diffusion
coefficient of the free fraction changed with the spot size,
suggesting a temporary binding of the DOPE-Atto647N
molecules.

Given the reliability of the measurements themselves, we
examined the heterogeneity of diffusion coefficients within
a cell in more detail (Fig. 6). The intensity profiles along the
scanned line within single acquisitions of DOPE-Atto647N
and SM-Atto647N were rarely constant. To find out whether
Biophysical Journal 108(3) 596–609
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FIGURE 5 STED-vsFCS in cells. (a and b) The spatiotemporal correlation functions at different STED powers, obtained from COS7 cells labeled with

DOPE-Atto647N (a) and SM-Atto647N (b), were fitted by a two-component model and the obtained fast (black squares) and slow (blue circles) diffusion

coefficients are plotted against the spot area. Each data point represents one STED-LS-FCS acquisition. Data from three different days, with an average of 10

measurements per day, are shown. (c) iMSD curves corresponding to data presented in (a) and (b) are averaged for DOPE-Atto647N and SM-Atto647N, and

for confocal (black and red lines, respectively) and STED acquisitions (blue and dark green curves, respectively). (d) Single-line STED-vsFCS experiments

for DOPE-Atto647N in COS7 cells (black line) and SM-Atto647N in COS7 membrane lawn (red line). Line acquisitions at different STED powers were

acquired along the same line within one sample. The spatiotemporal correlation functions were fitted to a two-component model and the obtained fast diffu-

sion coefficients were plotted against the spot area. To see this figure in color, go online.
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and how heterogeneities in dye density affected the diffu-
sion coefficient, we calculated the temporal correlation
functions at different positions along the scanned line, fitted
them to a one-component model (Fig. 6, a and b), and
plotted the local diffusion coefficients (red circles), dye par-
ticle numbers (blue squares), and fluorescence intensity
(black line) against the position in the scanned line for
both DOPE-Atto647N and SM-Atto647N (Fig. 6, c
and d). Interestingly, there was a high level of correlation
between intensity and particle number, which inversely
correlated with the diffusion coefficient. This was observed
for both DOPE-Atto647N and SM-Atto647N, and indicates
local trapping of Atto647N-labeled molecules, which was
independent of the lipid species to which Atto467N was
attached. It should be noted that the transiently trapped
dye molecules remained mobile. Also, the presence and
amount of trapping did not depend on time after the lipid
staining, and trapping was present even in the fresh
samples taken directly from ice, which suggests that
trapping is probably not caused by endocytosis of the
Atto647N-labeled lipid molecules. Surprisingly, cells
stained with DOPE-Oregon Green 488 did not show this
Biophysical Journal 108(3) 596–609
behavior (Fig. S10). As with Atto647N, the intensity profile
of DOPE-Oregon Green 488 was not constant and the parti-
cle number varied accordingly. However, the diffusion
coefficient for DOPE-Oregon Green 488 remained constant
within the experimental error, whereas this was not the case
for the two Atto647N-labeled lipids (Fig. 6, c and d). There-
fore, we cannot rule out the possibility that the cellular het-
erogeneities that caused the scatter in the vsFCS plots
(Fig. 5, a and b) were caused by the Atto647N fluorophore
itself.
CONCLUSIONS

Here, we utilized a commercial STED microscope with fast
resonant line scanning to overcome the key problems of
STED-FCS quantification. Our goal was to establish a
robust measurement tool for lipid diffusion and, more gener-
ally, for biological systems in which transient immobiliza-
tion of diffusing molecules occurs on timescales shorter
than or comparable to the diffusion time of these molecules
through the diffraction-limited detection spot. Squeezing
down the detection spot significantly shortens the diffusion
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FIGURE 6 Spatially resolved LS-FCS. (a and b) Examples of temporal autocorrelation functions and their single-component fit at different points along

the scanned line for DOPE-Atto647N (a) and SM-Atto647N (b) in two COS7 cells. Data were acquired at confocal resolution (640 nm excitation at 5 mW).

Each of 20 curves is an average of a 250-nm-long line segment. (c and d) Typical spatial profiles of diffusion coefficients (red line) and particle numbers (blue

line) obtained from single-component fits at different points along the scanned line shown in (a) and (b), and the corresponding fluorescence intensity (black

line) for DOPE-Atto647N (c) and SM-Atto647N (d) in COS7 cells. To see this figure in color, go online.
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time but does not change the binding constant of the immo-
bilization. To achieve more reliable STED-FCS measure-
ments and easier quantification, we combined STED
excitation with LS-FCS (18,19), which allowed us to deter-
mine the PSF size directly from the data and obtain spatially
resolved diffusion maps along the scanned line with subdif-
fraction resolution. Further, we implemented filtered FCS to
improve the spatial resolution using TCSPC-based photon
filtering, which removes the contributions of nondepleted
background fluorescence from the ring regions of the exci-
tation spot. Importantly, this approach also reduces photo-
bleaching and thus enables measurements in bilayers and
cells. To our knowledge, we developed a new correlation
algorithm to speed up the calculation of high-resolution
spatiotemporal correlation functions and tested its robust-
ness against immobile fraction, nonlinear scanning, and
homogeneous photobleaching artifacts. We also tested the
influence of the axial position on STED-LS-FCS readout
parameters and applied AICF to show that the shortening
of correlation function with increasing STED power is due
to diffusion and not to photobleaching or the photophysics
of the dye.
We demonstrated improvements by establishing the
spatiotemporal correlation function for lipids and proteins
in model and cell membranes. We routinely achieved an
effective PSF width of 50 nm in model and cell membranes
for Atto647N-labeled lipids. In both model and cell mem-
branes, the spatiotemporal correlation functions required a
model with at least two components for fitting. Despite
the reliability of the measurements, we found a great hetero-
geneity in the vsFCS for Atto647N-labeled SM and DOPE
both between and within cells. Along a scanned line,
the diffusion coefficients of DOPE-Atto647N and SM-
Atto647N correlated inversely with local dye concentra-
tions, strongly suggesting that Atto647N-labeled lipids
become temporarily trapped. This observation is in agree-
ment with the hydrophobicity and positive charge of
Atto647N, which makes the dye prone to sticking to a glass
surface and also to unspecific binding to various cellular
components (37). The fact that we could detect this hetero-
geneity, whereas previous point STED-FCS studies did not
(11,12), could be due to significant differences between LS-
FCS and point FCS with respect to the impact of photo-
bleaching on the data. The LS obtains the same overall
Biophysical Journal 108(3) 596–609
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number of photons from a larger number ofmolecules, result-
ing in slower local photobleaching rates and superior aver-
aging. With a stationary beam, a bleaching of transiently
trapped molecules before they can diffuse away can be ex-
pected, and this could prevent one from observing heteroge-
neity within the sample. Moreover, the slow fraction of
diffusing lipids may be less visible in single-point temporal
correlation decays and may only become significant when
the full spatiotemporal correlation function is analyzed. We
should also point out the lipid probes used here are no longer
commercially available, so it was not possible to ensure that
our probeswere identical to those used in the previous studies
(7,11,12). Only new STED-compatible fluorophores will
reveal whether such trapping is caused byAtto647N interact-
ing with the glass surface or is indeed an intrinsic feature of
cell membranes. If it is the latter, a large number of reliable
and sensitivemeasurements will be needed to reveal the com-
plex structure of the cell membranes that cause the lipid trap-
ping behavior. We propose that STED-LS-FCS with the
appropriate fluorophores and dependable hardware could
provide such data.
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32. Böhmer, M., M. Wahl, ., J. Enderlein. 2002. Time-resolved fluores-
cence correlation spectroscopy. Chem. Phys. Lett. 353:439–445.
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THEORY 

Resonant line-scan spatio-temporal correlation function calculation 

Line-scan FCS is based on the spatio-temporal correlation of fluorescence intensities 

obtained by fast scanning of a detection volume along a fixed line within a sample (1). The 

time evolution of spatially dependent fluorescence intensity can be visualized by an xt image, 

also called kymograph or intensity carpet (Fig 1c,d). By correlating the kymograph data in 

both dimensions, a spatio-temporal correlation G(kΔx,lΔt) is obtained: 

1 1

0 0

( , ) ( , ) ( , )
x tn n

x t

i j x t

n n
G k x l t I i j I i k j l

n k n l

 

 

 
     

  
     (1) 

where Δx is a pixel size, Δt is the time difference between two consecutive lines (line time), k 

and l are integer indexes of distance and time, I(i,j) is the intensity value of pixel i and j in the 

kymograph, nx is the total number of pixels and nt is the total number of lines. 

The correlation function can be calculated by direct multiplication (1) or by fast Fourier 

transform (2). These straightforward approaches can be directly applied to intensity xt images 

obtained by standard acquisition software and are not limited to single photon counting 

detection. The pixel size should be much smaller than the radius of the detection spot and the 

maximal spatial distance for which the correlation is calculated should cover distances that 

the molecules can diffuse across within the acquisition time. The spacing of time correlation 

points must range from single line time to overall acquisition time. Typically this is best 

achieved by using a multiple-tau correlation scheme. However, the direct calculation of 

spatio-temporal correlation covering the required spatial and time resolution is extremely 

time consuming. Hence we introduced a new faster algorithm based on single photon data 

format. 

The fluorescence intensity is detected as single photon events and stored in a time-tagged 

time resolved data format with inbuilt markers for synchronization with the scanner (TTTR, 

PicoQuant, Germany). In the case of a resonant scanner, the position a of the focus is a sine 

function of time t: 

𝑎 = 𝐴sin⁡(2𝜋𝑓𝑡 + 𝜑)         (2) 

Where A is the amplitude, f is the resonant frequency of the scanner and ϕ is the phase shift.  

The amplitude A depends on the zoom and the objective used. The typical settings of the 

zoom at 30-times in conjunction with a 1.4NA 100x oil immersion objective give an 

amplitude of 3217 nm. The resonant frequency of the used scanner was 7920 Hz. The basic 

unit of lag-time is equal to the line period, which is 63 µs for a bidirectional scan at 7920 Hz. 
 1 



In accordance with the multiple-tau correlation scheme, the temporal sampling consists of 

several levels of linear ranges, each range having double the sampling of the previous level. 

The spatial sampling is given by the frequency of the pulsed excitation laser or the photon 

detection unit for cw excitation. The finite time sampling means that the photon detection 

positions are finite as well, giving a definite number of realizations for each distance 

difference.  

The spatio-temporal correlation function is calculated from raw TTTR data in the following 

steps: 

1. The start times of each forward and backward line are obtained from the 

synchronization markers. This involves interpolation of markers’ time to compensate 

for the 1 MHz markers under-sampling and a phase shift correction. The phase shift 

as determined from calibration is typically -0.8434. Phase shift calibration is based on 

maximizing temporal correlation function at zero distance between forward and 

backward lines for lag times up to 16 lines. 

2. Knowing the line start times, each photon is assigned a line (time) number and a 

precise position along the scanned line. 

3. A histogram H (δ,τ) of time τ and position δ differences is obtained by comparing line 

numbers and positions of all photons. 

𝐻(𝛿, 𝜏) = ∑ ∑ {
𝑤𝑖𝑤𝑗 ⁡if (𝛿 −

∆

2
) < (𝑎𝑖 − 𝑎𝑗) < (𝛿 +

∆

2
) ⁡and⁡ (𝜏 −

𝛵

2
) < (𝑡𝑖 − 𝑡𝑗) < (𝜏 +

𝛵

2
)⁡

0⁡⁡⁡elsewhere                                                                                                        

𝑛,𝑗≠𝑖
𝑗=0

𝑛
𝑖=0   (3) 

where n is the total number of photons, wi is the photon weight (intensity), ai  is the 

position and ti is the time of i-th detection event, Δ is the spatial correlation sampling 

and Τ is the temporal sampling for the given correlation level. 

The histogram is calculated for linear spacing of distances and semi-logarithmic 

spacing in time (multiple-tau algorithm). The algorithm accepts real values of photon 

intensity, which makes it suitable for photon weighting required for filtered FCS. 

4. The correlation function is obtained by correcting the values in a histogram with the 

relative number of possible occurrences of the given distance-time pair compared to 

zero distance zero time difference pair. The spatial correction CS(δ) is derived from a 

possible number of realizations of the given distance δ and corrects for both nonlinear 

scanner motion and average intensity line profile, and is given by: 𝐶𝑠(𝛿) =

∑ ∑ {
𝐼𝑖𝐼𝑗 ⁡if (𝛿 −

∆

2
) < (𝑎𝑖 − 𝑎𝑗) < (𝛿 +

∆

2
)

0⁡⁡⁡elsewhere⁡                                         

𝑚,𝑗≠𝑖
𝑗=0

𝑚
𝑖=0    (4) 

where m is the number of sampling points covering the selected part of the scanned 

line, Ii is the overall intensity in the given sampling point, ai is the position of the 

sampling point and Δ is the spatial correlation sampling. 

The time correction CT(τ)  accounts for varying temporal sampling of correlation 

function, for finite length of the measurement and is given by: 

𝐶𝑇(𝜏) = (𝑓𝑙𝑜𝑜𝑟 (
𝑡

𝑇
) − 𝜏/𝑇)/𝑇2      (5) 

where t is the total measurement time in number of lines and Τ is the temporal 

sampling for the given correlation level in number of lines. 

The corrected spatio-temporal correlation function G (δ,τ)  is then given by: 

 𝐺(𝛿, 𝜏) = 𝐻(𝛿, 𝜏)
𝐶𝑆(0)

𝐶𝑆(𝛿)

𝐶𝑇(0)

𝐶𝑇(𝜏)
       (6) 
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5. The optional correction for homogenous photobleaching is based on the fact that the 

decrease in the average number of dye molecules in the detection spot as 

measurement progresses only changes the non-correlated offset at different lag times 

for raw correlation data without intensity normalization. The offset for each lag time 

is estimated directly from the correlation function, assuming that at long distances 

there is no correlation at full time scale. The photobleaching corrected spatio-temporal 

correlation function GPC (δ,τ)  is then given by: 

 𝐺𝑃𝐶(𝛿, 𝜏) = 𝐺(𝛿, 𝜏) + 𝐺(𝛿𝑚𝑎𝑥, 0) − 𝐺(𝛿𝑚𝑎𝑥 , 𝜏)⁡     (7) 

where δmax is the maximal distance for which the correlation function was calculated. 

6. The final step is an optional intensity normalization, in which first a constant offset is 

subtracted from the correlation function and the result is then divided by the constant 

offset. As a result the amplitude of correlation function is inversely proportional to the 

number of dye molecules in the detection spot. The intensity normalized spatio-

temporal correlation function GIN (δ,τ) is then given by 

 𝐺𝐼𝑁(𝛿, 𝜏) = (𝐺(𝛿, 𝜏) − 𝐺(𝛿𝑚𝑎𝑥, 0))/𝐺(𝛿𝑚𝑎𝑥 , 0)    (8) 

The presented correlation function calculation scheme is not restricted to TTTR or other 

single photon data acquisition formats, but can also be used for xt image based data formats. 

First the pixel shift is determined by maximizing temporal correlation function at zero 

distance between odd and even (forward and backward) lines for lag times up to 16. In a 

second step xt images are converted to single photon format. The weight of the photon is an 

intensity of the pixel. Zero pixel intensity means that no photon event is generated. The 

number of the pixel is converted to a position and the line number into its time. 

 

Filtered FCS 

Filtered FCS (fFCS) is a more general term for mathematically identical fluorescence lifetime 

correlation spectroscopy (FLCS) (3, 4), originally invented under the name time-resolved 

fluorescence correlation spectroscopy (5). The difference is that in the case of FLCS the 

species are resolved based on differences in their excited state lifetime behavior, whereas in 

the more general case of filtered FCS the species are resolved based on their different patterns 

in multichannel detection. The different patterns also include different excited state lifetimes, 

but in addition to that they can also include spectral differences (6), anisotropy differences (7) 

and spatial excitation modulation differences (8). 

Briefly at every time t, the fluorescence intensity Ij(t) in each detection channel j is a linear 

combination of area normalized detection patterns pj
k
 : 

   
1

n
k k

j j

k

I t w t p


    (9) 

where k stands for a particular emitter with a specific detection pattern, n is the number of 

different emitters with different detection patterns and w
k
(t) is the contribution of the k

th 

fluorescent species to the total fluorescence signal at time t. 

Equation. (1) is an over-determined set of linear equations, provided the number of 

detection channels is higher than the number of different emitters. Assuming that the photon 

detection obeys a Poissonian distribution and applying singular value decomposition, the 

solution of the Eq. (1) can be written as follows: 
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   
1

N
k k

j j

j

w t f I t


    (10) 

where N is the number of detection channels and fj
k
 is a discrete filter function, which is 

constructed from the area normalized detection patterns of the different fluorescence species 

and the total intensities of the compound signal in detection channels. Explicitly, fj
k
 is given 

by: 

   
1

1 1
k T T

j j jt t
kj

f M diag I t M M diag I t
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where the matrix elements are: 

ˆ k

jk jM p    (12) 

Finally, the intensity normalized correlation function of the k
th

 species with l
th

 species (for 

auto-correlation k = l, for cross-correlation k ≠ l) is calculated as: 
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  (13) 

In the case of pulsed excitation and pulsed STED detection (Figure 2) the first pattern p1 

corresponding to super-resolved emission is obtained from the experimental excited state 

decay without any STED applied. The decay pattern p2 for the ring emission is then obtained 

by subtracting a scaled super-resolution pattern a* p1 from the overall average experimental 

decay <I(t)>. The scaling factor a is obtained by fitting the tail of the overall average 

experimental decay <I(t)> with the super-resolved pattern p1. This procedure is based on the 

fact that after the STED pulse is over, the measured fluorescence decay returns to its intrinsic 

kinetics. Here, tail-fitting was usually performed for decay between 3 ns – 12.5 ns. 

For the case of pulsed excitation and cw STED depletion the overall average experimental 

decay <I(t)> was fitted by a sum of three exponentials. The value of the longest lifetime 

influences the resulting spatial resolution and can be fixed during the excited state decay 

fitting. Reconstructed decay for every lifetime component corresponds to one pattern pi. For 

simulations the instrument response function (IRF) was a delta function. 

The correlation function with the best spatial resolution is obtained as an autocorrelation 

function of the super-resolved pattern for the pulsed depletion or of the pattern with the 

longest lifetime for cw depletion. 

ADDITIONAL MATERIALS AND METHODS 

Line-scan gated STED with pulsed excitation and cw depletion 

Line-scan FCS data analysis is not limited to pulsed excitation and pulsed depletion, and to 

TTTR data acquisition format. A proof-of-principle experiment measuring diffusion 

coefficients of DOPE-Atto488 in SLBs on glass (DOPC:DOPS 4:1, lipid to dye ratio 1:50 

000) at and below diffraction limited resolution was performed using a commercial setup for 

gated-STED (SP5, Leica, Germany) in the test facility at Leica Microsystems in Mannheim.  

The commercial gated-STED microscope uses pulsed excitation together with cw depletion 

and gated detection to improve the spatial resolution (9). 
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The acquisition settings were: excitation by 30% intensity of 494 nm spectral band of white-

light laser at 80 MHz, depletion by 100 mW cw laser at 592 nm (STED only), HyD detector 

operated at 750V with a 1-6.5 ns gate, detection bandpass 500-585 nm, notch filter for 488 

and 592 nm, xt scan frequency 8000 Hz (resonant scanner), bidirectional scan, 512 pixels per 

line, 29.7 nm per pixel (15.2 µm total length, zoom 10.2), 100x 1.4 NA oil STED objective. 

The measurement time was 60 s and data were exported as 117 pc of xt scan (512x8192) 

TIFF files each. 

The TIFF files for each measurement were converted into a single TTTR like file. Single 

photon events were created from pixels containing non-zero values. Each photon event was 

assigned a position along the scanned line (x coordinate) and time after the start of the 

excitation (t coordinate). The shift between forward and backward lines was optimized by 

maximizing the correlation between consecutive lines. The resulting data file containing the 

single photon events based file was then used for our fast multiple-tau direct correlation 

algorithm, providing the same output as TTTR data. 

The obtained spatio-temporal correlation functions (Fig. S3) could be fitted with a single 

component model and returned expected values for both spot radii (186 nm for confocal and 

57 nm for gSTED) and diffusion coefficients (3.85 µm
2
s

-1
 and 3.25 µm

2
s

-1
). This shows that 

line-scan FCS data acquisition and analysis can be successfully used with various hardware 

and data formats. Moreover, line-scan FCS combined with SLBs on glass is a good tool to 

test the spatial resolution of fluorescence microscopes as single dye molecules are the best 

approximation of a point source and it is not necessary to correct the obtained resolution 

values as is the case with fluorescent beads. The main limitation remains the line frequency 

of the scanner, which must be faster than the average resident time of molecules within the 

detection spot. 

 

Monte-Carlo simulation of line-scan STED-FCS experiments 

To test the performance of the correlation algorithm and to compare the gating and filtering 

data analysis options for cw STED with gated excitation (gSTED), Monte-Carlo simulations 

of line scan experiments were performed. Our simulations extend the work of Wohland et al. 

(10) by adding a resonant line scan and excited state lifetime features. Particles with a 

fluorescent lifetime of 4 ns and a diffusion coefficient of 2 µm
2
s

-1
 were simulated to be 

subject to 2D Brownian diffusion in a 8 µm x 4 µm rectangle simulation box with periodic 

boundaries. A fraction of the molecules was allowed to be immobilized and/or to become 

subject to photobleaching. The simulations were run at 10 MHz clock for 60 s. The Gaussian 

excitation spot of radius 300 nm was overlaid by a STED donut, which was approximated by 

a parabolic function, and both are simultaneously scanned along a 4 µm long line with a 

frequency of 8 kHz. The detection efficiency was assumed to be uniform and the molecular 

brightness in the centre of the excitation spot with no STED was 100 kHz per molecule. 

STED represented an additional de-excitation pathway from the excited state of the molecule, 

the rate of which was position dependent. At each point the decay of the molecule’s excited 

state was assumed to be monoexponential with a rate constant being the sum of the intrinsic 

fluorescence rate and STED depletion rate. The brightness of the molecule was adjusted 

accordingly, assuming a fluorescence quantum yield without STED equal to one. 
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Area integrated correlation function 

In molecular diffusion, when the only process taking place is the movement of molecules 

within the plane, molecules cannot disappear from the image of that plane. This means that 

the probability of detecting its signal within that plane is constant over time. The spatial-

temporal correlation function expresses the probability that a photon from the same molecule 

at given position and at certain time later is detected. Therefore, for planar diffusion, the sum 

of correlation values G(t,x,y) for all points within the xy plane is constant for any correlation 

time t. 

∬ 𝐺(𝑡, 𝑥, 𝑦)𝑑𝑥𝑑𝑦 = 𝑐𝑜𝑛𝑠𝑡
+∞

−∞
       (14)  

The spatial-temporal correlation function for the entire plane (xy) can be obtained through 

image correlation. As image acquisition is not sufficiently fast, we used line correlation G(t,r) 

where r is the distance between the points, which is faster than image correlation and still 

spatially resolved. If the molecular mobility is isotropic (no direction preferred when 

averaged over the image and time), a rotational symmetry for the area correlation function 

can be assumed. Thus the integral of area correlation function can be obtained by integrating 

the line correlation function along the full angle. This results in: 

∬ 𝐺(𝑡, 𝑥, 𝑦)𝑑𝑥𝑑𝑦 = ∫ 2𝜋𝑟𝐺(𝑡, 𝑟)𝑑𝑟
+∞

0

+∞

−∞
= 𝑐𝑜𝑛𝑠𝑡     (15) 

The simplest spatio-temporal model of free 2D-diffusion with Gaussian detection areas 

results in 

𝐺(𝑡, 𝑟) =
𝐴

4𝐷𝑡+𝑤0
2 𝑒

−
𝑟2

4𝐷𝑡+𝑤0
2        (16) 

which is a constant value independent of time after integration 

∫ 2𝜋𝑟
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2 𝑒

−
𝑟2
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𝑑𝑥 = ⁡ [𝜋𝐴𝑒

−
𝑥2

4𝐷𝑡+𝑤0
2 + 𝑐𝑜𝑛𝑠𝑡]

0

+∞

= ⁡𝜋𝐴.  (17) 

For discrete, uniformly spaced line correlation function of experimental data, the equation to 

use for calculating the area integrated correlation function GA(t) for each correlation time tj is 

𝐺𝐴(𝑡𝑗) = ∑ 𝑥𝑖𝐺(𝑡𝑗 , 𝑥𝑖)
𝑛
𝑖=−𝑛         (18) 

where n is the number of distances for which the temporal correlation is calculated in both 

directions, resulting in total 2n+1 temporal correlations. The limitation is the finite distance 

for which the correlations are calculated. This affects mainly the long correlation times at 

which there is a significant probability that the molecule diffuses out of the maximum 

correlation distance. 
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Figure S1 Correction of spatio-temporal correlation functions for heterogeneous 

immobile fraction and homogenous photobleaching. 

(a) Intensity profiles along the scanned line for Monte-Carlo simulated data of immobile 

particles (black line) and a mixture of immobile particles with freely diffusing particles (red 

line). (b-c) The spatio-temporal correlation function of fixed particles without spatial profile 

correction (b) has a strong time-constant spatial correlation. After the spatial profile 

correction (c) no spatial correlation is left. (d-f) Uncorrected spatio-temporal correlation 

function (d) for a mixture of freely diffusing particles with slowly photobleached immobile 

background. The spatial profile correction removes the time constant spatial correlations (e) 

and subsequent photobleaching correction (f) recovers correlation function for mobile 

particles only.  
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Figure S2  Experimental test of scanner and sample stability. 

An immobile gold bead was scanned for 60 s using the standard scan settings (bidirectional 

resonant line scan, 7920 Hz, 100x oil immersion objective NA1.4, zoom 30x). An excitation 

light of 640 nm laser was scattered by the bead and after attenuation detected by SPAD 

detector. (a-b) The intensity time trace with 6.3 ms sampling shows no significant trend or 

oscillations. The spatial profile of the bead along the scanned x-axis (b, black line) is fitted by 

a Gauss function (b, red line), giving a radius of 185 nm. (c) The uncorrected spatio-temporal 

correlation function has a strong time-constant spatial correlation. (d) After the spatial profile 

correction, no significant correlation can be observed up to 100 ms timescale and only 

negligible correlations at longer time scales. 
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Figure S3 Line-scan gSTED-FCS with TIFF data format. 

(a-b) Spatio-temporal correlation functions of DOPE-Atto488 in SLBs (DOPC:DOPS 4:1, 

dye to lipid ratio 1:50 000) on glass measured under confocal (a) and gated-STED conditions 

(b). The spot radii from the fits are 186 nm and 57 nm for confocal and gated-STED, 

respectively, and the diffusion coefficients are 3.85 µm
2
s

-1
 and 3.25 µm

2
s

-1
, respectively. 
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Figure S4 Splitting of the overall spatio-temporal correlation function by filtered FCS. 

(a) The experimentally obtained TCSPC pattern (black line) for DOPE-Atto647N in SLBs 

made of DOPC on glass (lipid to dye ratio 1:50 000, 640 nm excitation at 10 µW, 750 nm 

depletion at 100 mW, detection 660-700 m, measurement time 5 min) is a linear combination 

of TCSPC patterns for fluorescence of non-depleted molecules located in the donut zero 

region (red line) and a fast decaying component (blue line) originating from fluorescence 

before depletion in the ring region. (b) The overall spatio-temporal correlation function from 

raw data without filtering. (c) The filtered spatio-temporal auto-correlation function for 

central region fluorescence. (d) The filtered spatio-temporal cross-correlation function of the 

central region and ring fluorescence. (e) The filtered spatio-temporal cross-correlation 

function of the ring and central region fluorescence. (f) The filtered spatio-temporal auto-

correlation function for ring fluorescence. The presented correlation functions are not 

intensity normalized. The overall correlation function (b) is a sum of the four filtered 

correlation functions (c-f). The PSF width for filtered correlation functions is 40 nm (c), 100 

nm (d), 95 nm (e) and 130 nm (f). 
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Figure S5  Monte-Carlo simulation of line-scan, filtered cw STED-FCS. 

(a-d) Spatio-temporal correlation functions for confocal (a), cw STED (b), gated cw STED 

(c) and filtered cw STED (d) show decreasing PSF width from 300 nm for confocal, 175 nm 

for cw STED down to 75 nm for gated and filtered cw STED. The fitted diffusion coefficient 

is 2 µm
2
s

-1
 for all cases. (e) Filters for photon weighting based on the photon arrival time 

after excitation. Confocal and cw STED uses all photons equally (black line), gated cw 

discards photons arriving before 6 ns (green line) and filtered cw STED weights photon by a 

filter calculated for the longest decay component (blue line). (f) TCSPC histograms show that 

the confocal signal is mono-exponential (black line) whereas the cw STED signal is multi-

exponential (red line) due to the cw depletion. The gated cw STED histogram contains only 

the late arriving photons (green line) and filtered cw STED histogram (blue line) enhances 

late photons but uses the whole data range. (g) Both gating and filtering can achieve identical 

resolution (75 nm in this case, no background included in simulations), but filtering (blue 

line) is more efficient in relation to signal usage and the obtained correlations have almost 

two times lower relative standard deviation than gating (green line).  
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Figure S6  Principle of variable spot STED-FCS with transient binding. 

(a) Schematic of particle diffusion with transient trapping (red dots) in detection spots of 

variable radius (dotted circles: 320 nm radius black, 160 nm radius red, 80 nm radius blue 

and 40 nm radius green). (b) Autocorrelation functions for laterally diffusing molecules (D = 

1 µm
2
s

-1
) that are transiently trapped at random locations (kon = 100 s

-1
, koff = 100 s

-1
) for 

varying detection spot radius (solid lines: 320 nm radius black, 160 nm radius red, 80 nm 

radius blue and 40 nm radius green). The calculation is based on the diffusion model 

described in Dertinger et al. (11). Autocorrelation functions for two times slower free 

diffusion (D = 0.5 µm
2
s

-1
, dash lines) are shown for comparison. The time resolution of the 

calculations is identical to the time resolution of line scan FCS, spot size are matched to 

experimentally obtainable spot sizes and the diffusion coefficient is set to a typical value 

observed for labelled lipids in the plasma membrane. 
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Figure S7 Axial dependence of STED-FCS measurements. 

SLBs made of DOPC on glass and labelled with DOPE-Atto647N in lipid to dye ratio 1:100 

000 were measured by line-scan STED-FCS (640 nm excitation at 10 µW, 750 nm depletion 

at 100 mW, detection 660-700 m, filtered correlation) at different focus positions (axial 

direction) relative to the sample. Axial dependence of spot radius (black squares), overall 

fluorescence intensity (blue circles) and the apparent molecular brightness (red triangles) on 

the focus position relative to the sample position are shown. Data indicate that the position of 

the best spatial resolution does not have to coincide with the position of the highest detected 

overall intensity. A small misalignment along the z-axis (400 nm) can cause a significant 

difference in actual spot radius (from 40 nm to 60 nm). 
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Figure S8  Area-integrated correlation function. 

Area-integrated correlation functions (solid lines) and temporal autocorrelation functions 

(dashed lines) for DOPE-Atto647N in supported lipid bilayers on glass (DOPC:DOPS 4:1, 

lipid to dye ratio 20 000:1, 640 nm excitation at 10 µW) at increasing STED powers, 

decreasing the spot radius from 180 nm (black line) to 130 nm (red line), 70 nm (blue line) 

and 50 nm (dark green line). The constant values of area-integrated correlation functions at 

short times for each spot size are indicative that the fast decays of the temporal 

autocorrelation functions are not related to dye photo-physics induced by the intensive STED 

laser but indeed caused by 2D diffusion. 
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Figure S9  Variable spot STED-FCS in cells. 

The average diffusion time is plotted against the spot area for DOPE-Atto647N (a-b) and 

Atto647N-SM (c-d) in COS7 cells. Each data point represents one measurement. The lower 

graphs (b, d) are zooms of graphs (a, c). The raw data are identical to the raw data used in 

Figure 5a and 5b. The average diffusion time was obtained as the time at which the 

correlation function at zero spatial difference declines to a half of its value at zero lag time. 

The spot area was obtained from the spot radius at zero lag time using a Gaussian 

approximation.  
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Figure S10  Comparison of DOPE-Atto647N with DOPE-Oregon Green 488. 

Confocal line scan FCS was performed on the plasma membrane of HeLa cells. The cells 

were labelled either with DOPE-Oregon Green 488 (a-c) or with DOPE-Atto647N (d-f). For 

DOPE-Oregon Green 488 acquisitions, the 488 nm line of cw Argon laser at 5 µW, emission 

bandpass filter HQ525/50 and 7.92 kHz bidirectional resonant scanner were used. For DOPE-

Atto647N acquisitions, a 640 nm pulsed laser at 5 µW, emission bandpass filter HQ680/40 

and 7.92 kHz bidirectional resonant scanner were used. The spatio-temporal correlation 

function for DOPE-Oregon Green 488 (a) could be fitted to a one-component model (D = 

0.44 µm
2
s

-1
, w0 = 172 nm), the spatio-temporal correlation function for DOPE-Atto647N (d) 

needed a two-component model (Dfast = 0.727 µm
2
s

-1
, Dslow = 0.013 µm

2
s

-1
, w0 = 197 nm). 

Temporal autocorrelation functions (b, e) at different points along the scanned line were fit 

using a single component model. (c, f) The diffusion coefficients and particle numbers 

(obtained from the one-component fit, b and e) are plotted together with the overall 

fluorescence intensity as a function of the position along the line. The average diffusion 

coefficient for DOPE-Oregon Green 488 was 0.457 ± 0.05 µm
2
s

-1
; the average diffusion 

coefficient for DOPE-Atto647N was 0.436 ± 0.21 µm
2
s

-1
. 
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