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In what follows, we first define the syllable hierarchy. We next
report the results of several auxiliary analyses designed to address
alternative explanations for the findings.

The Definition of the Syllable Hierarchy. Across languages, certain
syllable types (e.g., blif) are preferred to others (e.g., lbif). Lin-
guistic research captures these preferences by appealing to the
sonority profile of the consonant sequence occurring at the syl-
lable’s onset.
Sonority is a scalar phonological property that correlates with the

loudness of segments. The most sonorous (i.e., salient) consonants
are glides [e.g., w, y; with a sonority (s) of 4], followed by liquids (e.g.,
l, r; s = 3), nasals (e.g.,m, n, s = 2), and obstruents (e.g., b, p; s = 1).
Sonority, in turn, determines the well formedness of the syllable.
Syllables favor large sonority clines in their onsets—the larger

the sonority cline, the better formed the syllable (1). For ex-
ample, syllables like bla (with a large rise in sonority between the
stop (s = 1) and the liquid (s = 3, Δs = 2) are preferred to bna
(small rise, Δs = 1), which, in turn, are preferred to the sonority
plateau in bda (Δs = 0); least preferred is the sonority fall in lba
(Δ2 = −2). Indeed, as sonority distance decreases, the syllable
becomes underrepresented across languages (2, 3).
Other sonority constraints have been noted in the syllable’s

final consonants (its coda), as well as in syllable contact (i.e., the
co-occurrence of consonants across syllables). In both cases,
small sonority clines are preferred (1). For example, disyllabic
sequences like al.ba are preferred to ab.la (4). Such observations
are significant because they suggest that the restrictions on
consonant co-occurrence strictly depend on their structural role
in the syllable.
However, although the notion of sonority can adequately

capture the restrictions on syllable structure, it is unclear whether
the grammar directly encodes restrictions on sonority (1) or whether
these effects emerge from more basic grammatical constraints on
feature co-occurrence (5).
Our interest here only concerns the question of embodiment vs.

abstraction (i.e., whether the grammar includes abstract restric-
tions on syllable structure)—the precise formal account of these
facts falls beyond the scope of our inquiry, and we will not dis-
cuss it further.

Alternative Explanations for the Results. The following sections
examine several alternative explanations for the results. We begin
by investigating whether our TMS manipulation disrupted the lip
motor area and whether this effect impaired the identification of
labial sounds, specifically. We next reexamine the effect of TMS
in experiment 1 and compare responses to monosyllables versus
disyllables. Our final set of analyses investigates the possibility
that sensitivity to the syllable hierarchy is governed by the phonetic/
acoustic properties of our materials rather than their phonological
structure.
The efficacy of our TMS manipulation. In view of the resilience of the
syllable hierarchy to TMS, one might worry that our manipulation
failed to disrupt the lip’s motor activity. As noted inMaterials and
Methods, however, the stimulation hotspot was identified by
measuring the amount of TMS-induced muscle activity (motor
evoked potentials (MEPs)] in the OO muscle (Materials and
Methods and Fig. 1A). It was defined as the spot eliciting the
largest TMS-induced MEPs in the OO muscle at minimal stim-
ulation intensity for the whole experiment. Although the stim-
ulation was induced cortically (as measured through the MEPs),

its effects were furthermore evident peripherally, as the ipsilat-
eral peripheral nerves can also be stimulated and lead to facial
twitches. A similar protocol was used in previous research, and it
has been shown to impair the identification of labial sounds (6, 7).
To further test the functional efficacy of our TMS manipula-

tion, we thus examined whether the disruption of the OO by TMS
specifically impaired the perception of labial sounds in our
present experiment. To this end, we reanalyzed the results of
experiment 1 to compare the effect of TMS on labial-initial
stimuli (e.g., plik) with those that do not begin with a labial
consonant (e.g., twaf). We reasoned that if motor simulation
mediates syllable count, then its disruption by TMS should have
a stronger effect on labial-initial syllables. To ensure that our
evaluation is not confounded by syllable type or the rhyme, we
limited the analysis to stimuli that were matched for those
properties. Our items (Appendix 1) included a total of two
matched triplets that began with a labial stop (plik, pnik, pkik and
praf, pnaf, ptaf); the sonorant-initial members (ltik, rpaf) were not
included, as their initial phoneme was not labial. We next as-
sessed the effect of TMS on sensitivity (d′) to labial-initial vs.
nonlabial initial items in experiment 1 (all items in experiment 2
were labial-initial, so no such analyses are possible there). The
means are provided in Fig. S1.
A 2 (labial/nonlabial) × 2 (TMS/sham) × 3 (syllable type)

ANOVA yielded a marginally significant TMS × labial in-
teraction [F1(1,8) = 3.81, P < 0.09; F2(1,22) = 3.89, P < 0.07],
and this effect was not further modulated by syllable type
[F1(2,16) = 2.18, P < 0.15; F2(2,44) = 1.23, P < 0.31, not significant).
TukeyHSD tests showed that TMS reduced sensitivity to labial-

initial items (P < 0.02, by participants and items), but it did not
reliably affect responses to nonlabial items (by participants: P <
0.15, by items: P < 0.004). In addition, labial-initial items pro-
duced higher sensitivity than controls in the sham condition (P <
0.02, by participants and items), but this labial advantage was
eliminated under the TMS manipulation (P > 0.41, not significant).
Summarizing, these findings demonstrate that the behavioral

syllable count task was mediated by motor simulation that en-
gaged the lip motor representation, and this simulation was
further disrupted by our TMS manipulation. These results must
be taken with caution, as the critical interaction was not fully
significant (mostly likely, due to small number of labial-initial
items). Nonetheless, the findings suggest that our TMS manip-
ulation specifically disrupted the lip articulator.
The effect of TMS on monosyllable.Another concern is that the effect
of TMS on participants’ sensitivity in experiment 1 is driven not
by the hierarchy of monosyllables, but rather by some artifact of
their disyllabic counterparts. To counter this possibility, we next
assessed the effect of TMS on the identification of monosyl-
lables, specifically (Fig. S2).
A 2 TMS × 4 syllable type ANOVA on response accuracy to

monosyllables (arcsine transformed) yielded an interaction, sig-
nificant by items and marginally so across participants [F1(3,24) =
2.59, P < 0.08; F2(3,69) = 6.63, P < 0.001]. Planned contrasts
confirmed that TMS only impaired the better-formed syllables.
Specifically, the effect of TMS was significant for bnif [t1(9) =
2.52, P < 02; t2(24) = 3.71, P < 0.005] and marginally so for blif-
type [t1(9) = 1.88, P < 0.08; t2(24) = 3.85, P < 0.0005]. In con-
trast, TMS did not reliably modulate responses to bdif- or lbif-
type syllables (all t < 1). The results from monosyllables thus
mirror the conclusions from our omnibus analyses of overall
sensitivity (d′). In both analyses, the effect of TMS was selective
to syllable types that are better formed on the sonority hierarchy.
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The Role of Phonetic Factors. The analyses reported thus far show
that the misidentification of ill-formed syllables is not due to
motor action alone. These results, however, do not necessarily
demonstrate that people rely on abstract linguistic principles.
Indeed, misidentification could have occurred because people
failed to register the acoustic phonetic properties of the auditory
stimuli. In this view, the phonetic form assigned byEnglish speakers
to inputs such as lbif consists of [ləbif] (rather than the intended
[lbif]). Critically, misidentification is caused not by the violation of
abstract phonological constraints, but rather by “innocent mis-
perception” (8) that occurs at lower levels of analysis—auditory or
phonetic.
In what follows, we address two classes of phonetic explan-

ations for the results. The first class attributes misidentification to
the presence of phonetic properties that are specific to Russian—
the native language of the talker who produced the stimuli used in
experiment 1. We next consider the possibility that misidentification
is due to the misinterpretation of cues that define stop consonants
more broadly.
The role of Russian-specific cues. Experiment 1 presents our English-
speaking participants with a double challenge. Not only are these
syllables nonnative to English, but they are delivered by a talker
who is a native speaker of Russian. Misidentification, then, could
occur because participants failed to parse the phonetic charac-
teristics of the Russian phonemes as intended by that talker. In
what follows, we consider the role of three such characteristics.
We proceed in two steps. We first examine whether those cues

do, in fact, elicit misidentification by investigating their effect in
the sham condition. To ensure that these factors do not confound
the TMS manipulation, we next proceed to either remove all
items that carry that feature or explicitly gauge its effect on our
TMS manipulation. The results make it clear that these phonetic
factors cannot capture the effect of the syllable hierarchy or the
TMS manipulation.

The role of phonetic cues in the sham condition.
• The velar- ɫ. Several of the monosyllables with falling sonority

(e.g., lbif) began with the velar l ([ɫ]). Because this velar allo-
phone often occurs in English nuclei and codas [æpɫ] “apple,”
its presence in the onset could have signaled disyllabicity for
reasons that are entirely phonetic.
To test this possibility, we examined the effect of the initial
sonorant on the sensitivity (d′) to sonority falls by means of a 2
sonorant type (ɫ- vs. non-ɫ-initial) × 4 block ANOVA (in this
and all subsequent analyses, we use items as the random fac-
tor). The results yielded no effects involving the sonorant
factor (all F < 1.51, P > 23).*

• The Russian trill. Another artifactual explanation for the re-
sults is presented by the possibility that the Russian trill [r],
occurring in some of our items, could have been misinter-
preted by English speakers as an obstruent-like segment, rather
than as a sonorant. Had such misidentifications occurred, then
the sonority cline in obstruent-[r] combinations would have
been deflated. Accordingly, the advantage of sonority rises over
falls should have been attenuated for pairs such as brif vs. rbif.
To test this possibility, we examined the effect of the sonorant
status (trills vs. nontrills) on sensitivity to syllables with large
sonority rises vs. falls (the two categories where trills were in-
cluded) using a 2 trill (trill/nontrill) × 2 syllable type × 4 block
ANOVA. Results yielded a reliable interaction of trill by sylla-
ble type [F2(1,22) = 9.61, P < 0.002]. However, contrary to the
phonetic explanation above, trills actually resulted in a some-
what higher sensitivity than nontrills (Tukey HSD, P < 0.07).

Moreover, the advantage of sonority rises (e.g., blif) over falls
(e.g., lbif) obtained irrespective of whether the syllable included
a trill (M = 1.30 vs. M = −0.02, for large rises vs. falls) or
a nontrill sonorant (M = 1.02 vs. 0.15, for large rises vs. falls;
Tukey HSD, both P < 0.0002).

• Palatalization. A third phonetic concern is that palatalized
consonants (e.g., pnj ik) could have been misidentified as con-
sonant clusters (as [pnjik]). Because English generally bans
three-consonantal onsets, these palatalized onsets would be
rendered particularly ill formed. Crucially, these effects would
occur for reasons that are not directly related to the syllable
hierarchy.
However, our past research (9) counters this possibility. In
that experiment, English speakers were asked to transcribe
the present auditory materials (with small sonority rises, pla-
teaus, and falls; large rises were not included). None of the
written responses indicated the insertion of a glide.
We further examined the effect of palatalization in the
present experiment by means of a 2 palatalization (palatal-
ized vs. nonpalatalized onsets) × 4 syllable type × 4 block
ANOVA. This analysis yielded a reliable main effect of pala-
talization [F2(1,88) = 9.76, P < 0.003], which did not further
interact with syllable type (F < 1). Contrary to the predictions
of the phonetic explanation, palatalized onsets (M = 1.12) ac-
tually yielded significantly higher sensitivity than their nonpal-
atalized counterparts (M = 0.68; probably because the high
tongue position in palatalized consonants is inconsistent with
the perception of a schwa, so participants were less likely to
entertain the disyllabic misperception).

The effect of Russian-specific cues on the TMS manipulation. The
previous analyses of the sham condition lend no support for the
possibility that the effect of the syllable hierarchy is only due to
phonetic artifacts. To ensure that these factors do not taint our
TMS manipulation, we next reassessed the effect of TMS while
either removing or controlling for these factors. To this end, we
removed from the analyses all quartets including (i) palatalized
items and (ii) sonority falls that begin with a velar l (a total of 9
excluded quartets, resulting in 15 remaining quartets). Because
our materials matched onsets with large sonority rises and falls
for the occurrence of a trill, we were able to control this cue
factorially, by means of a 2 trill (trill/no trill) × 2 TMS × 4 syl-
lable type × 4 block ANOVA.
The TMS × syllable type interaction did not reach significance

in this small subset of items [F(3,39) = 2.07, P < 0.12], nor was it
modulated by the trill factor (F1 < 1). Nonetheless, the overall
pattern of results was in full agreement with the omnibus analysis
(Fig. S3). TMS only attenuated sensitivity to better-formed on-
sets [for blif, t(39) = 1.68, P < 0.06 one-tailed; for bnif: t(39) =
2.26, P < 0.03; for bdif: t < 1; for lbif t(39) = 1.29, P < 0.21, not
significant]. Moreover, despite the administration of TMS, bnif-
type syllables yielded reliably higher sensitivity relative to bdif
[t(39) = 4.97, P < 0.0001], which in turn yielded better sensitivity
to lbif [t(39) = 6.38, P < 0.0001]. Similar preferences also ob-
tained in the sham condition [for bnif vs. bdif t(39) = 6.38, P <
0.0001; for bdif vs. lbif: t(39) = 8.52, P < 0.0001]. Syllables like blif
did not reliably differ from bnif in either the TMS or sham
conditions (both t < 1).
The role of stop burst release. The previous section examined the
possibility that the effect of the syllable hierarchy results from the
misinterpretation of phonetic cues that are characteristics of
Russian phonetics. However, hearers are also known to mis-
analyze phonetic cues that are familiar from their native lan-
guage. Past research has shown that hearers sometimes misanalyze
nonnative monosyllables that begin with stop consonants (e.g.,
bdif) as disyllabic (e.g., as bedif). These errors often occur because
the burst release associated with the initial stop (e.g., b) is mis-
interpreted as evidence for a vowel (10–12). The misidentification

*One might wonder whether the phonetic properties of the velarized-l might further
account for the effect of syllable type in experiment 2. Note, however, that this phonetic
account predicts greater difficulty with sonority rises relative to falls. Our results are
clearly inconsistent with this possibility.
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of ill-formed syllables in our experiments could thus result from
uncontrolled differences in the salience of the burst associated
with the initial stop consonant. The following section examined
this possibility.
We proceeded in two steps. First, we measured the duration

and intensity of the burst release of the three types of stop-initial
items in experiment 1 (e.g., blif≻bnif≻bdif). The fourth type (e.g.,
lbif) was not included, as these items do not begin with a stop.
For the same reason, we did not conduct these analyses in ex-
periment 2, as all items begin with a sonorant.
An inspection of the means (Table S1) showed that the salience

of the burst did not vary monotonically along the syllable hier-
archy. An ANOVA found no significant difference between the
three syllable types with respect to burst duration (F < 1) or
intensity [F(2,46) = 2.20, P < 0.13, not significant].
We next examined whether the salience of the burst modulated

sensitivity (d′) in the syllable count task. Specifically, we asked
two questions: (i) do the phonetic properties of the burst
uniquely modulate performance in the syllable count task; and
(ii) does syllable type exert an independent effect even after the
properties of the burst are controlled.
We addressed these questions in a series of regression analyses.

In these analyses, we entered syllable type and the salience of the
burst (its duration and intensity) as predictors in two steps. To
examine the unique effect of the burst, we first forced syllable type
into the model, whereas the burst salience was entered as the last
predictor; to examine the effect of the syllable type, we next
reversed the order of the predictors. These analyses were con-
ducted for both the real TMS and the sham conditions.
We found that the burst uniquely captured 6.9% of the var-

iance in the sham condition (Table S2), and its effect was highly

significant. Longer bursts were associated with lower sensitivity
[d′; r = −0.17, t(70) = 1.44, P < 0.07, one-tailed], whereas
no significant correlation was found with respect to intensity
[r = 0.12, t(70) = 1, not significant). This result suggests that
longer bursts promote the misperception of a schwa, and con-
sequently, some monosyllables are misidentified as disyllables.
TMS, however, eliminated the sensitivity to this phonetic cue,
as the unique effect of the burst was no longer significant in the
TMS condition.
To determine whether the burst can subsume the effect of the

syllable hierarchy, we next reversed the order of the predictors.
When syllable type was entered as the last predictor, its effect was
significant in both the sham and TMS conditions, even after
controlling for the phonetic effect of burst (in the first step). It
should be noted, however, that the portion of the unique variance
captured by syllable type was smaller in the TMS (9.9%) relative
to the sham condition (30.5%). Nonetheless, TMS did not
eliminate the unique contribution of syllable type. Thus, although
syllable type exerted a significant effect irrespective of TMS, the
phonetic effect of the burst was entirely eliminated by the TMS
manipulation.
Taken as a whole, these results confirm that syllable count is

mediated by acoustic/phonetic factors, such as the salience of the
burst. This result is only expected, given that the identification of
auditory materials inevitably hinges on acoustic and phonetic
analyses. Crucially, these low-level effects do not survive the effect
of TMS, and they do not account for the effect of the syllable
hierarchy. These conclusions are consistent with the possibility
that the effect of syllable structure reflects the computation of
abstract phonological structure that is inexplicable by low level
acoustic/phonetic properties.
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Fig. S1. The effect of TMS as a function of the labial status of the initial consonant. Error bars are 95% CIs for the difference between the means.

Fig. S2. The effect of TMS on monosyllables (e.g., lbif) and disyllables (e.g., lebif). Error bars are CIs for the difference among the means. Mono, monosyllables;
Di, disyllables. Error bars are 95% CIs for the difference between the means.
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Fig. S3. The effect of TMS and the syllable hierarchy in a subset of the materials. This subset (15 quartets) was obtained by excluding all quartets with velar-l
and palatalized consonants. Error bars are 95% CIs for the difference between the means.

Table S1. Duration and intensity of the burst release

Syllable type

Duration Intensity

Mean SD Mean SD

Blif 9.88 2.85 59.89 4.73
Bnif 9.51 3.52 59.15 6.31
Bdif 9.95 3.52 61.64 4.79

Table S2. Unique effect of the burst and syllable type in
stepwise regression analyses

Last predictor Condition R2 change F df P

Burst TMS 0.025 <1 2, 68 Not significant
Sham 0.069 3.60 2, 68 0.03

Syllable type TMS 0.099 7.73 1, 68 0.007
Sham 0.305 32.01 1, 68 0.0001
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Table S3. Monosyllabic stimuli used in experiment 1

Large rise Small rise Plateau Fall

[klʲi:m] [knʲi:m] [kpi:m] [ɫpi:m]
[krek] [knʲek] [kte:g] [rtek]
[drʲif] [dlʲif] [dbif] [rdif]
[drof] [dɫof] [dgof] [rdof]
[dwi:b] [dmʲip] [dgʲip] [mdʲip]
[dwup] [dmup] [dgup] [mdup]
[drup] [dnup] [dbup] [rdup]
[glep] [gmep] [gdep] [ɫgep]
[gref] [gmef] [gbef] [rgef]
[klef] [kmef] [ktef] [ɫkef]
[kraf] [kmaf] [kpaf] [rgaf]
[krik] [knʲik] [ktɕi:g] [rkik]
[kwu:g] [knuk] [kpok] [mkuk]
[kɫop] [kmup] [ktop] [ɫtop]
[plʲik] [pnʲik] [pkik] [ɫtik]
[praf] [pnaf] [ptaf] [rpaf]
[truf] [tɫuf] [tkuf] [rtuf]
[twep] [tɫep] [tkep] [mtep]
[trok] [tnok] [tkok] [rtok]
[twaf] [tmaf] [tpaf] [mtaf]
[tref] [tnef] [tpif] [rtef]
[twuk] [tnuk] [tguk] [mguk]
[trap] [tmap] [tpap] [rpap]
[two:g] [tmok] [tpok] [mtok]

Table S4. Monosyllabic stimuli used in experiment 2

Sonority rise Sonority fall

[mɫɨf] [mdɨf]
[mɫef] [mdef]
[mɫeb] [mdeb]
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