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SUPPLEMENTARY NOTE 1: MAGNETIC FLUX DEPENDENT RELATIVISTIC QUANTUM

ENERGY SPECTRA

Before solving the Dirac equation with vector potential, we investigate some general proper-

ties of the magnetic flux (characterized by parameter α) dependent relativistic quantum spectrum

{Ej(α)} as determined by Eq. (1) in the main text, under the boundary condition [Eq. (3) in the

main text]. Since the vector potential A depends on the gauge while the Dirac equation is gauge-

invariant, we can choose a proper gauge transformation to eliminate explicitly A from the Dirac

Hamiltonian Ĥ = vσ̂· (−i~∇+ qA) + V (r)σ̂z. An example of such transformation is

φ(r) ≡
(

φ1

φ2

)

= ψ(r)× exp

[

−i2π
Φ0

∫

r

r0

A(r′) · dr′

]

. (1)

Substituting Eq. (1) into the Dirac equation and taking into account the boundary conditions

[Eq. (3) in main text], we obtain

Ĥ0φ(r) ≡ [−i~vσ̂ · ∇+ V (r)σ̂z]φ(r) = Eφ(r), (2)

with the following complex boundary condition:

φ2

φ1

∣

∣

∣

∂B
= sgn(V )i exp[iθ(s)], (3)

which is equivalent to the original boundary condition [Eq. (3) in main text]. The nontrivial point

here is that, because ψ is single valued, φ must be multivalued. As a result, for any circuit C about

the flux line, φ will acquire a phase factor:

ĉφ = exp

[

−i2π
Φ0

∮

C

A · dr

]

φ = exp (−2πiWCα)φ, (4)

where the operator ĉ denotes the circuit operation acting on φ and WC (= ±1,±2, · · · ) is the

winding number of C. From Eqs. (2)-(4), we can conclude that, because the complex boundary

condition does not depend on α, it is not possible to generate the so-called “false T-breaking” only

by tuning the quantum flux parameter α, in contrast to the nonrelativistic case [1]. If boundary

B is chosen to be geometrically asymmetric so that there is chaotic dynamics in the classical

limit, contrary to nonrelativistic quantum systems, the relativistic quantum spectral statistics are

characterized by those of the Gaussian unitary ensemble (GUE), regardless of the value of α.

Furthermore, the spectrum {Ej(α)} does not possess symmetry with respect to flux reversal (α →
−α), in contrast to nonrelativistic quantum spectra as determined by the Schrödinger equation

where the symmetry is preserved. This can be shown explicitly, as follows.
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For our Dirac ring system, the flux-reversal operator f̂ can be represented as

f̂ = ÛK̂, (5)

where Û is unitary and commutes with ĉ:

[f̂ , ĉ] = 0. (6)

We see that φ transforms to

φ′ ≡ [φ′
1, φ

′
2]
T
= f̂φ = Ûφ∗,

and

ĉφ′ = exp[−2πiWC(−α)]φ′. (7)

Thus, in order that Ej(α) = Ej(−α), f̂ must satisfy

[f̂ , Ĥ0] = 0, (8)

and φ′ must follow the same boundary condition as Eq. (3). It was pointed out by Berry and

Mondragon [1] that, if V (r) possesses no geometric symmetry, no operator would exist which

satisfies Eq. (5) and Eq. (8) simultaneously, but it may be possible to find an operator with the

form given by Eq. (5) that commutes with Ĥ0 if V (r) does possess any geometric symmetry. In

our system, however, any such possible operator would not satisfy the pre-condition Eq. (6) at

the same time. Consequently, the energy spectrum {Ej(α)} does not possess the flux-reversal

symmetry, i.e., Ej(α) 6= Ej(−α).
By considering the specific situation of Û = iσ̂y, we see that the flux-reversal symmetry

emerges if the sign of the potential V is changed simultaneously, i.e., {α → −α, V → −V }.

That is the primary reason that the energy spectrum in graphene is symmetric with respect to

α = 0 when both valleys are included [2]. From Eqs. (2)-(4), we have

Ej(α) = Ej(α + 1). (9)

Studying the relativistic AB quantum billiard spectrum in the range −1/2 ≤ α ≤ 1/2 thus suffices,

which corresponds to the first “Brillouin zone.”

SUPPLEMENTARY NOTE 2: MAGNETIC FLUX DEPENDENT RELATIVISTIC QUANTUM

ENERGY SPECTRUM

A. Conformal-mapping method for calculating relativistic quantum eigenvalues and eigenstates

in chaotic domains

The idea of employing conformal mapping to calculate quantum eigenenergies and eigenstates

was proposed by Robnik and Berry [3, 4] for non-relativistic quantum billiard systems. In a

recent work [5], we adopted the method to relativistic quantum billiards governed by the Dirac

equation. Here, we further extend the method to relativistic quantum chaotic billiards subject to

AB magnetic flux as given by Eq. (2). The basic idea is that, while the Dirac equation together

with the boundary condition is generally not separable in the Cartesian coordinates, for circularly
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symmetric ring domains analytic solutions can be written down. Given a closed domain with

an analytic boundary, we can identify a proper conformal mapping that transforms the domain

into a circular ring. The analytic solutions of the Dirac equation in the circular ring can then be

transformed back to the original domain to yield a large number of eigenvalues and eigenstates

with high accuracy.

We begin by choosing the gauge

A(r) =
α

2π
Φ0

(

∂F

∂y
,−∂F

∂x
, 0

)

; F = − ln |r| (10)

and writing the Dirac equation [Eq. (1) in the main text] in the polar coordinates r = (r, θ) for the

closed circular ring domain defined by V (r) = 0:





0 exp(−iφ)
(

∂
∂r

− i
r

∂
∂φ

+ α
r

)

exp(iφ)
(

∂
∂r

+ i
r

∂
∂φ

− α
r

)

0



× ψ(r) = iµψ(r), (11)

where µ ≡ E/~v. For a circularly symmetric ring boundary, we have [Ĵz, Ĥ] = 0, where

Ĵz = −i~∂φ + ~/2σ̂z

is the total angular momentum operator. The solutions of Eq. (11) can thus be written as

ψ(r) = exp[i(l − 1/2)θ]

(

φ(r)
iχ(r) exp(iθ)

)

, (12)

where l = ±1/2,±3/2, · · · denotes the eigenvalues of Ĵz. Substituting Eq. (12) into Eq. (11)

yields the following radial equation:

Ĥr

(

φ(r)
χ(r)

)

= µ

(

φ(r)
χ(r)

)

, (13)

with the radial ‘Hamiltonian’ given by

Ĥr = iσ̂y

(

d

dr
+

1/2

r

)

+ σ̂x
l + α

r
=

(

0 d
dr

+ 1/2
r

+ l+α
r

− d
dr

− 1/2
r

+ l+α
r

0

)

. (14)

Under the similarity transformation: P̂ = (σ̂x+ σ̂z)/
√
2, the radial Hamiltonian Ĥr is transformed

to

Ĥ ′
r = P̂ĤrP̂† =

(

− l+α
r

d
dr

+ 1/2
r

− d
dr

− 1/2
r

l+α
r

)

= iσ̂y

(

d

dr
+

1/2

r

)

+ σ̂z
−(l + α)

r
, (15)

with an equivalent mass term −(l+α)/r that is both position and state dependent. Although either

the AB flux (α) or the mass (V ) can lead to T-breaking, quantitatively their roles in the solutions

of the Dirac equation are generally different. As a result, in a Dirac fermion system the effects

of fixed T-breaking due to the mass confinement V cannot be completely compensated by those

induced by the tunable AB flux α.
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From Eqs. (13) and (14), we see that φ(r) is a solution of the Bessel’s equation of order l−1/2,

i.e.,

d2φ

dR2
+

1

R

dφ

dR
+

[

1− (l − 1/2)2

R2

]

φ = 0, (16)

where l ≡ l + α and R = µr is the dimensionless radial coordinate. For the ring geometry, φ(r)
can be written as

φ(r) = N
(

H
(1)

l−1/2
(µr) + βH

(2)

l−1/2
(µr)

)

, (17)

where H
(1,2)
ν denote the ν-th order Hankel functions of the (first, second) kind, N and β are

undetermined coefficients. Substituting Eq. (17) back into Eq. (13) and using the relations

H(1,2)
ν

′
(x)− νH(1,2)

ν (x)/x = −H(1,2)
ν+1 (x),

we obtain the second radial component

χ(r) = N
(

H
(1)

l+1/2
(µr) + βH

(2)

l+1/2
(µr)

)

. (18)

Without loss of generality, we assume that the outer radius of the ring is unity and the inner

radius is ξ ∈ (0, 1). Imposing the boundary condition [Eq. (3) in main text] on the wavefunction

ψ(r) with the expressions of Eqs. (12), (17), and (18), and taking into account their orthonormal

property, we get

β = −H(1)
+ (µjξ)

H(2)
+ (µjξ)

= −H(1)
− (µj)

H(2)
− (µj)

, (19)

with the compact notations j ≡ (l, n) and

H(m)
± (x) ≡ H

(m)

l+1/2
(x)±H

(m)

l−1/2
(x); for m = 1, 2,

as well as the normalization constants

|N |−2 = 2π

∫ 1

ξ

drr

[

∣

∣

∣
H

(1)

l−1/2
(µjr) + βH

(2)

l−1/2
(µjr)

∣

∣

∣

2

+
∣

∣

∣
H

(1)

l+1/2
(µjr) + βH

(2)

l+1/2
(µjr)

∣

∣

∣

2
]

.(20)

The quantity µj in Eqs. (19) and (20) satisfies the (compact) energy eigenvalue equation
∣

∣

∣

∣

J−(µ) Y−(µ)
J+(µξ) Y+(µξ)

∣

∣

∣

∣

= 0, (21)

J±(x) ≡ Jl+1/2(x)± Jl−1/2(x),

Y± ≡ Yl+1/2(x)± Yl−1/2(x),

with J and Y being the Bessel functions of the first and second kind, respectively.

We have so far obtained the complete (positive-energy part) solutions {ψj , µj} to Eq. (11) in

the circular ring domain under the boundary condition. The eigenfunctions ψj ≡ 〈r|j〉 satisfy

〈i|j〉 ≡
∫∫

B

dr2〈i|r〉〈r|j〉 =
∫∫

B

dr2ψ†
i (r)ψj(r) = δij ,
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FIG. 1. Conformal transformation from the unit disc in z = x + iy (z-plane) to the billiard domain in

w = u + iv (w-plane). The boundary is generated by the mapping function Eq. (30) with parameters

a = 1, ω = π/2, and ξ = 0.5. (Adapted from Ref. [4]).

and thus form an orthonormal complete basis for the operator −iσ̂ · D and its positive integral

power [−iσ̂ · D]n defined in the same domain under the same boundary condition.

The billiard domain B in which the Dirac equation is to be solved is defined as a conformal

transformation of the circular ring domain in the w−plane, as shown in Fig. 1, i.e.,

u(x, y) + iv(x, y) = w(z) ≡ w(reiφ), r ∈ [ξ, 1], (22)

where w(z) is an analytic function with non-vanishing derivative in B. The outer boundary can

be defined parametrically by u = Re[w(eiφ)], v = Im[w(eiφ)]. We aim to solve the following

stationary Dirac equation:

−iσ̂ · DuvΨ(u, v) = kΨ(u, v), (23)

together with the boundary condition

Ψ2/Ψ1|∂B = sgn(V )ieiθ,

where k ≡ E/~v, Ψ = [Ψ1,Ψ2]
T denotes the spinor wave-function, Duv = ∇uv + a(u, v), and

a = 2πA/Φ0 denotes the normalized magnetic vector potential, with

a(u, v) = α(∂g/∂v,−∂g/∂u, 0)

being the contours of the scalar function g(u, v) given by ∆uvg = −2πδ(u, v). Under the operator

−iσ̂ · Duv, Eq. (23) becomes

[

−D
2
uv1+ 2παδ(u, v)σ̂z

]

Ψ(u, v) = k2Ψ(u, v), (24)

where

D
2
uv = ∆uv + 2iα

(

∂g

∂v
∂u −

∂g

∂u
∂v

)

− α2

[

(

∂g

∂u

)2

+

(

∂g

∂v

)2
]

. (25)
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Using the conformal mapping











∆
∂F
∂y
∂x − ∂F

∂x
∂y

(

∂F
∂x

)2
+
(

∂F
∂y

)2

δ(r)











=

∣

∣

∣

∣

dw

dz

∣

∣

∣

∣

2









∆uv
∂g
∂v
∂u − ∂g

∂u
∂v

(

∂g
∂u

)2
+
(

∂g
∂v

)2

δ(u, v)









to transform Eq. (24) to the circular ring domain in the z-plane, together with the definitions

F (r) ≡ f(u, v) and Ψ′(r) = Ψ(u, v), we obtain the following form of Eq. (23):

[

D
2
1− 2παδ(r)σ̂z

]

Ψ′(r) + k2
∣

∣

∣

∣

dw

dz

∣

∣

∣

∣

Ψ′(r) = 0. (26)

The ring topology guarantees that any singular solutions that are divergent at the origin [6–8]

arising from the singular Zeeman-like term introduced in Eqs. (24) and (26) can be avoided.

To solve Eq. (26), we expand Ψ′ in terms of the eigenfunctions {ψj(r, θ), j = 1, · · · } of the

circular ring domain in the presence of a central flux line:

Ψ′(r, θ) =
∞
∑

j=1

cjψj(r, θ), (27)

where cj’s are the expansion coefficients. Substituting Eq. (27) into Eq. (26), together with the

orthogonality of ψj , we obtain

νi
k2

−
∑

j

Mijνj = 0, (28)

where νi = µici,

Mij =
1

µi
〈i|T (r, θ)|j〉 1

µj
, (29)

and T (r, θ) = |dw/dz|2. Once the eigenvalues λn and eigenvectors ν of the matrix (Mij) are

obtained, we get the complete solutions of Eq. (23) through the relations kn = 1/
√
λn and ci =

νi/µi. In actual computations, a truncated basis {ψj(r, φ), jmin ≤ j ≤ jmax} can be used, where

jmin denotes the first eigenstate. The conformal mapping based method can yield a large number

of energy levels and the corresponding eigenstates with high accuracy [5].

B. Energy level statistics

To demonstrate the working of our conformal-mapping based method to calculate the eigenen-

ergies and eigenstates of the Dirac equation subject to AB flux, we set ξ = 0.5 for the circular ring

domain |z| ∈ [ξ, 1]. We choose the following complex function w(z) as a polynomial conformal

map for the confinement domain:

w(z) = h[z + 0.05az2 + 0.18a exp(iω)z5], (30)

where ω ∈ [0, 2π) is a constant (we choose, somewhat arbitrarily, ω = π/2), and a ∈ [0, 1] is the

deformation parameter, which is also a control parameter to generate different types of classical
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FIG. 2. Spectral statistics for the nonrelativistic AB chaotic billiard, where panels in columns 1-4 show, for

quantum flux parameter α = 0, 1/4, 1/2, (
√
5 − 1)/2, respectively, the unfolded level-spacing distribution

P (S), the cumulative level-spacing distribution I(S), and the spectral rigidity ∆3. In all panels, numerical

data are represented by red line (or circle) and theoretical distribution curves for Poisson, GOE, and GUE

statistics are plotted using green dash-dotted, cyan dashed, and blue solid curves, respectively.

dynamics. In particular, when a is increased from zero to unity, the deformed ring system will

undergo a transition from being regular, mixed to fully chaotic. The normalization coefficient

h =
1

√

1 + a2

200
(1 + ξ2) + 81a2

500
(1 + ξ2 + ξ4 + ξ6 + ξ8)

guarantees that the domain area is invariant for arbitrary values of the deformation parameters

{a, ω, ξ}. Justifications for choosing this particular transformation to generate ring domains with

distinct types of classical dynamics are as follows. Firstly, to our knowledge, the form of w(z)
presented in Eq. (30) is the simplest conformal map that can result in classically chaotic billiards

with the topology of a ring but without any geometric symmetries. For example, choosing {a =
1, ω = π/2, ξ = 0.5} fulfills this requirement [9]. Secondly, the conformal map also has the

advantage of being analytically amenable. Thirdly, since the matrices (Mij) are nearly diagonal,

the associated computational cost is minimal. Fourthly, as classical dynamics is concerned, this

family of deformed rings is especially appealing as transitions from regular to mixed and finally

to fully chaotic motions can be realized by tuning a single parameter, a, from 0 to 1.

To validate our method, we calculate the level-spacing statistics, which are believed to ex-

hibit universal characteristics for quantum systems, nonrelativistic [10, 11] or relativistic [12],

that exhibit chaos in the classical limit. In particular, let {kn|n = 0, 1, 2, · · · } denote the non-
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FIG. 3. Spectral statistics for the relativistic AB chaotic billiard. The legends are the same as in Fig. 2.

decreasing positive wave-number sequence of a quantum billiard system. According to the Weyl

formula [10, 11] that has the same form regardless of presence or absence of a magnetic flux, the

smoothed wave-vector staircase function is given by

〈N (k)〉 = Ak2
4π

+ γ
Lk
4π

+ · · · , (31)

where A and L are the area and the perimeter of the billiard, respectively, γ = −1 (or 1) holds

for Dirichlet (or Neumann) boundary conditions, and γ = 0 holds for massless Dirac fermion bil-

liards [1]. Define xn ≡ 〈N (kn)〉 as the unfolded spectra scaled in units of the mean-level spacing.

Let Sn = xn+1 − xn be the nearest-neighbor spacing and P (S) be the probability distribution of

S [i.e., P (S)dS is the probability that a spacing S lies between S and S + dS]. It has been known

that, for classically integrable systems, the level spacing distribution is Poisson: P (S) ∼ exp(−S).
For classically chaotic systems that possess time-reversal symmetry but no geometrical symmetry,

the level-spacing distributions follow the GOE (Gaussian orthogonal ensemble) statistics: P (S) =
(π/2)S exp(−πS2/4). For chaotic systems without time-reversal symmetry, P (S) obeys the GUE

(Gaussian unitary ensemble) statistics: P (S) = (32/π)S2 exp(−4S2/π). Given P (S), the corre-

sponding cumulative level-spacing distribution can be obtained from I(S) =
∫ S

0
dS ′P (S ′). Dif-

ferent types of level-spacing statistics can also be distinguished by using the ∆3 statistics [10, 11].

To give an example, we choose the parameters a = 1, ω = π/2, ξ = 0.5. Diagonaliz-

ing the matrix (Mij) gives about 2000 levels for each of the four values of the magnetic flux

α = 0, 1/4, 1/2, (
√
5− 1)/2. We use the lowest 600 levels to calculate the spectral statistics. Fig-

ures 2 and 3 show the statistics from the non-relativistic (Schrödinger) and relativistic (Dirac) AB

chaotic billiards, respectively. As predicted, we observe GUE statistics for the relativistic quantum
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billiard because of the persistent T-breaking by the confinement (Fig. 3). Deviations from the GUE

statistics are observed for the zero-flux case (the 1st column) and the “false T-breaking” case with

α = 1/2 (the 3th column) for nonrelativistic quantum billiard (Fig. 2).

SUPPLEMENTARY NOTE 3: EQUALITY OF INTERFACT CURRENT DENSITY FROM

EQS. (7) AND (8) IN THE MAIN TEXT

The analyzable model in the main text is a metal-insulator step junction (which is relevant

to the closed rings case), where the insulator region is denoted as II and the metal region as I.

Physically, the Hall-like current at the interface can be attributed to the T -breaking mass potential

in the insulator region.

At x = 0, Eqs. (7) and (8) are identical, which can be seen, as follows. In the main text, we

have

tan γ =
λ1 − λ2 sin θ0
λ2 cos θ0

=
1− λ sin θ0
λ cos θ0

. (32)

Setting x = 0, we have

(JI
D)y = v[2 sin θ0 + 2 sin (2γ + θ0)],

(JII
D )y = v

4 cos2 γ

λ
≡ v

4 cos2 γ cos θ0
λ cos θ0

.

From Eq. (32), we have

1

λ cos θ0
= tan γ + tan θ0.

Substituting this into the expression for (JII
D )y, we obtain

(JII
D )y = 4v(tan γ + tan θ0) cos

2 γ cos θ0

= 4v(sin γ cos θ0 + cos γ sin θ0) cos γ

= v[2 sin (2γ + θ0) + 2 sin θ0]

= (JI
D)y.
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