
Supporting Information:

Synergy between intention recognition and

commitments in cooperation dilemmas

The Anh Hanα, Francisco C. Santosβ,γ, Tom Lenaertsδ,λ and Luı́s Moniz Pereiraε

January 19, 2015

α School of Computing, Teesside University, Borough Road, Middlesbrough, UK TS1 3BA
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In this supporting information, we provide additional numerical results to show the robust-

ness of our conclusions in the main text.

1 Results for different benefit-to-cost ratios

In Figure S1 we show the cooperation level from commitment strategies, IRCOM and COMP, as

a function of the cost of arranging commitment ε and the compensation cost δ, the improvement

in cooperation level compared to the case where there is no IRCOM, and such an improvement

in percentage. We also plot the same quantity for different b/c. In general, we observe that

improvement is always possible, and furthermore, the larger b/c (i.e. the less harsh the PD), the

larger the improvement is achieved.

Figure S2 shows the frequency of COMP and IRCOM (at the optimal confidence threshold)

for different values of ε and δ, and for different b/c ratios. In general, for sufficiently large δ and

low ε, IRCOM dominates the population. Interestingly, in contrast to COMP, it is not always

the case that the frequency of IRCOM is smaller for larger ε. IRCOM is actually more frequent

when ε is sufficiently high, which is larger for larger b/c.

2 More efficient intention recognition

In the main text we have used a very inefficient intention recognition model, where the accu-

racy of intention recognition is a random number derived from [0, 1]. It is not surprising that

the performance of the intention recognition strategy solely—which corresponds to IRCOM

with θ = 0, is very poor. In the sequel, let us study the model using more efficient intention

recognition models (Figure S3).

We consider that the prediction accuracy, Y , is randomly distributed in the interval [γ, 1],

where a larger γ reflects a more efficient intention recognizer at work. In an increasing order of

efficiency, Y is uniformly drawn from intervals [0, 1], [0.3, 1], [0.6, 1], and [0.9, 1]. Note that in

the context of iterated interactions (e.g. in the framework of the iterated Prisoner’s Dilemma),

these levels of efficiency can be achieved (on average) by considering large enough numbers of
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Figure S1: Cooperation level from commitment strategies, IRCOM and COMP, as a function of the cost of

arranging commitment ε and the compensation cost δ (first row); Improvement in cooperation

level compared to the case where there is no IRCOM (second row); and such an improvement

in percentage (third row). We plot for different b/c. The larger b/c, the larger the improvement.

Parameters: Panels (a) and (b): δ = 4; ε = 0.7; In all cases, b = 2, c = 1; r = 1; N = 100; β = 0.1.
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Figure S2: Frequency COMP in a population of five strategies COMP, C, D, FREE, and FAKE (top row) and

of IRCOM (at optimal confidence threshold) in a population of six strategies IRCOM, COMP,

C, D, FREE, and FAKE (bottom row) for varying ε and δ, and for different b/c. In general, for

sufficiently large δ, IRCOM dominates the population for small ε. Interestingly, in contrast to COMP,

it is not always the case that the frequency of IRCOM is smaller for larger ε. IRCOM is actually more

frequent when ε is sufficiently large, which is larger for larger b/c. Parameters: In all cases: r = 1;

N = 100; β = 0.1.
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Figure S3: Frequency of IRCOM as a function of confidence threshold, θ, in a population of IRCOM, C, D,

FAKE and FREE individuals. We consider different probability distributions of the intention prediction

accuracy, reflecting the efficiency or precision of the intention recognition model at work. Namely,

Y is uniformly drawn from [γ, 1], with γ = 0, 0.3, 0.6, 0.9. The results show that when intention

recognition is highly accurate, it is worth relying more on the intention predictions, even exclusively

(see γ = 0.9 in panel a, and γ = 0.6 and 0.9 in panel b). Parameters: ε = 0.25, δ = 4 (panel a) and

ε = 1, δ = 2 (panel b); payoff entries, T = 2, R = 1, P = 0, S = −1; accuracy over confidence

ratio, r = 1; population size, N = 100; imitation strength, β = 0.1.
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Figure S4: Transitions probabilities and stationary distributions for a large ε (ε = 3). Other parameters similar to

main text: δ = 4, r = 1; b = 4, c = 1; N = 100; β = 0.1.

interactions between two players (or high enough probabilities of a next interaction4,5), given

that the noise is small enough. Normally, the more an intention recognizer interacts with a fixed

co-player, the better it predicts its co-player’s intention. For example, this holds for the two

intention recognition models described in2,3. Furthermore, in1, the authors present experimen-

tal evidence showing that, in a one-shot PD, subjects of only brief acquaintance were able to

recognize players with an intention to defect with more than twice chance accuracy.

The results show that, whenever the intention recognition model is efficient enough, the

intention recognition strategy solely (i.e. IRCOM with θ = 0) performs quite well, comply-

ing with the results obtained in2,3, where concrete intention recognition models are deployed.

However, when a quite strong commitment deal can be envisaged (Figure S3a), arranging it

can still glean some evolutionary advantage. But in case that only weak commitment deals can

be arranged (Figure S3b), it is then more beneficial to rely, even exclusively, on the intention

recognition strategy should it be efficient enough.
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