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Figure S1 related to Table 1: Schematic representation of the metrics adopted in this paper. 
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Figure S2 related to Figure 1: Effect of common imaging artifacts on feature extraction. Digital images, 

specifically those acquired through automatic means (Bakal et al., 2007; Collinet et al., 2010; Jones et al., 

2009; Whitehurst et al., 2007), can be affected by several different types of noise and artifacts. Here we 

demonstrate, on the synthetic images from Fig 1, the effect of out-of-focus blurriness (A-i), salt-and-

pepper noise (A-ii) or poor contrast (A-iii). Our metrics were robust to the effect of such noise sources, as 

demonstrated by the orientational order parameter (OOP) and sarcomeric energy scores. While the exact 

numerical values were different (B-i), the sarcomeric energy could statistically distinguish mature (M) 

myocytes from the others (B-ii). Furthermore, the OOP values were significantly different between 

mature (M), differentiated (D) and immature (I) cardiomyocytes (B-iii). Results are presented as mean ± 

SEM and analyzed with the ANOVA test (p-value<0.05, n=5 independent experiments). Moreover, we 

analyzed the pCM image in Fig 1 using default settings (C-i), as well as after the application of moderate 

(C-ii) and severe (C-iii) down-sampling; salt-and-pepper noise (C-iv); and moderate (C-v), acute (C-vi) 

and severe (C-vii) blurring. We then compared the performances of OOP, sarcomeric packing density 

(SPD) and sarcomere length (SL) (C-viii) and showed that only severe down-sampling and salt-and-

pepper noise induced a greater than 20% change in the numerical score assigned to the image. 
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Figure S3 related to Figure 1: Metrics of myofibrillar organization were used to characterize the 

maturation of primary and stem cell derived cardiomyocytes. Digital images showing chromatin (blue) 

and sarcomeric -actinin (white) in murine primary cardiomyocytes (mpCM, A-i) and murine (miCM, B-

i) or human (hiCM, C-i) induced pluripotent stem cell derived cardiomyocytes were processed to detect 

and color-code the principal orientations of aSA positive structures (panels A-ii, B-ii and C-ii respectively 

for mpCMs, miCMs and hiCMs). Note that the HSV digital image representation was employed here, 

where Hue and Saturation channels encode orientation and coherency (Rezakhaniha et al., 2011) 

respectively, while the Value channel encodes the preprocessed (Sato et al., 1998) sarcomeric -actinin 

image. (x,y) indicates a Cartesian system of coordinates for the spatial domain. Scalebar: 20 m. The 

normalized Fourier spectra of the Value channel were reported for mpCMs (A-iii), miCM (B-iii) and 

hiCM (C-iii). (u,v) and (𝜔, 𝜗) respectively indicate a Cartesian and polar system of coordinates for the 

Fourier domain. Radial integration of A-iii lead to the 1D representation in D (green dashed line) that we 

further fitted to identify the periodic (red) and aperiodic (black) components needed to derive the 

sarcomere packing density (SPD). (E) Note that SPD could discriminate  the maturation of the cell 

contractile cytoskeleton in this dataset where the nuclear eccentricity (Bray et al., 2010) (e) and the 

traditional orientational order parameter (Sheehy et al., 2012) (OOP) fell short due to the central 

symmetry in the cell geometry (Grosberg et al., 2011; Sheehy et al., 2012). Results are mean ± SEM, and 

were analyzed with ANOVA (p<0.05, n=3 independent experiments) 
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Figure S4 related to Figure 2 and Table 2: Myofibrillogenesis dataset. A) Representative images from 

the dataset used in this study: columns from left to right represent sarcomeric -actinin images collected 

at 6 hr, 24 hr and 48 hrs after seeding of rat primary cardiomyocytes (rpCMs) as well as commercially 

available human induced pluripotent stem cell derived myocytes (hiCMs). Scale bar is 20 um. The set of 

image in the red inset were color-coded to highlight the orientation of each -sarcomeric positive pixel in 

the image, demonstrating how more mature myocytes have aligned sarcomeres sharing the same color. B) 

2D Fourier power spectra for the same set of image in the red inset in panel A. Note how increasingly 

more mature myocytes display more intense periodic signal in the Fourier domain. C) Schematic 

representations of the classifiers used to analyze this dataset: naïve Bayes (NB, i), neural network (NN, ii) 

and tree bagging (TB, iii). D) Error rates for training (black) and classification (gray) as measured in ten 

randomly seeded and optimized iterations for each classifier. Results are presented as mean ± SEM. 
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Supplemental Experimental Procedures 

Machine Learning 

The machine learning problem we wanted to solve could be divided in 2 parts. In the training phase we 

were interested in solving the following direct problem: given a set of classes 𝐶 = {𝐷, 𝐼, 𝑀} (respectively 

differentiated, immature and mature myocytes) and a set of features F= {𝐹1, 𝐹2, … , 𝐹𝑀} (related to the 

myofibrillar architecture of cells pertaining to those classes, such that e.g. 𝐹1 = 𝑆𝑃𝐷, 𝐹2 = 𝑂𝑂𝑃, … ) we 

wanted to find an algorithm that mapped a given combination of features 𝑓 = {𝑓1, 𝑓2, … , 𝑓𝑀} to a single 

class 𝐶 = 𝑐. In the classification phase, we wanted to solve the inverse problem: given a new set of 

features, that was not used during training, we asked the algorithm to assign it to one of the available 

classes.  

We collected a dataset comprising sarcomeric -actinin digital images from rpCMs obtained at 6, 24 and 

48 hrs after seeding: based on a-priori knowledge (Dabiri et al., 1997; Parker et al., 2008; Sheehy et al., 

2014) we took these time points to represent the classes of differentiated, immature and mature myocytes, 

respectively. We then implemented and trained several classifiers (see Table 2) on this dataset and 

utilized them to classify features measured on independently acquired sarcomeric -actinin images from 

hiCMs samples. In particular we counted the number of times the myofibrillar architecture of hiCMs was 

not classified as mature. 

Since different classifiers are based on different assumptions and rely on different stochastic algorithms 

(Sun et al., 2012), we tested three different frameworks and ten different randomly seeded iterations, to 

ensure the classification was robust to the choice of a specific machine learning strategy and particular 

initialization. 
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Classifier 1: Naïve Bayes 

In the framework of Bayesian classification, a classifier is based on a conditional model for the 

probability that a certain set of features belongs to a given class (Fig S4C-i). Under the naïve hypothesis 

of conditional independence between features and once a suitable prior is selected, all model parameters 

can be derived applying the maximum likelihood estimation algorithm on the training dataset. We chose 

kernel distributions as priors, since they only require the random variables to be continued and not 

normally distributed, and randomly seeded ten different iterations of the Naïve Bayes classifier. A 10-fold 

cross-validation test was adopted to determine the performance of the classifier.  

Classifier 2: Neural Network 

In the framework of neural network a classifier is a network that possesses: i) an input layer, with as many 

neurons as there are features; ii) at least one hidden layer, with a number of neurons that can be 

optimized; and iii) an output layer, with as many neurons as there are classes. The neurons 𝑛𝑖 and 𝑛𝑗 are 

connected through a weight 𝑤𝑖,𝑗 and training the network is equivalent to assign the weights 𝑤𝑖,𝑗 such that 

when the input layer receives the set of features {𝐹1, 𝐹2, … , 𝐹𝑀} pertaining to the class 𝐶, the output node 

associated with 𝐶 exhibits the highest value (Fig S4C-ii). We utilized Matlab Neural Network toolbox to 

design a perceptron network and we optimized the number of hidden neurons (from 1 to 20) for 10 

random iterations. We also trained the network using the back-propagation algorithm adopting 70% of the 

dataset for Training, 15% for Validation and 15% for final Testing.  

Classifier 3: Tree Bagging 

Tree bagging stands for bootstrap aggregation of decision trees. Bootstrap aggregation is an ensemble 

meta-algorithm that optimally subdivides the entire dataset and uses each part to train a simpler classifier 

(in this case a binary decision tree). The final classification is obtained by voting: that is, if the majority of 

trees has assigned the set of features {𝐹1, 𝐹2, … , 𝐹𝑀} to the class 𝐶 = 𝑐 than 𝐶 = 𝑐 will be the result of the 
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global classification. The number of decision trees to be used is thus the parameter optimized in our 

implementation.  

Binary decision trees are simple yet powerful machine learning algorithms. For each feature {𝐹1, , … , 𝐹𝑀} 

the algorithm chooses thresholds {𝑡1, , … , 𝑡𝑀} and an ordering scheme, such that the set of features can be 

traveled from “the root to the leaves” coherently. The value of a given feature 𝐹𝑘 is considered, compared 

with the relative threshold and a decision is made: either to examine the next feature in the tree 𝐹𝑘+1, or to 

assign a specific class to that combination (Fig S4C-iii).. 

We performed 10 random initialization of the algorithm, selected the optimal number of trees (in the 

range 5-100) and then trained each decision tree using the Gini's diversity index. A 10-fold cross-

validation test was adopted to determine the performance of the classifier.  
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