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1 Supplementary Text and Figures

1.1 Model structure and components

1.1.1 Empirical constraints representing cell physiology

In our model, the state variables area, the intracellular antibiotic concentration,ru, the concen-
tration of free (unbound) ribosomes, andrb, the concentration of antibiotic-bound ribosomes.
The dynamics of these variables are governed by Eqs. 1-3 in the main text. These equations
are placed within a physiological context by imposing empirical relations between the growth
rate and ribosome content, as observed in recent experiments by Scottet al. (Scottet al., 2010).
These relations are given by Eqs. 4 and 6 in the main text. The first constraint, Eq. 4 in the
main text, states that the growth rate is linearly related tothe free ribosome concentrationru

(solid line in Fig. 2B), with an “offset”rmin which corresponds to a minimal concentration of
free ribosomes needed for growth (Scottet al., 2010). These “inactive” ribosomes are assumed
not to bind antibiotic. The second constraint, Eqs. 5-6 in the main text, states that when the
growth rate is decreased by imposing translational inhibition (starting from a drug-free growth
rateλ0), the cell responds by upregulating its total ribosome content, such that total ribosome
concentrationrtot = ru +rb increases linearly with decreasing growth rate, reaching auniversal
maximumrmax as the growth rate tends to zero (dashed lines in Fig. 2B). Theexpression for the
total ribosome concentration as a function of growth rate (Eq. 5 of the main text; dashed lines
in Fig. 2B) can be derived by applying simple geometry to the diagram in Fig. 2B. Because the
maximal possible ribosome concentrationrmax is universal, cells which are initially growing
faster (largeλ0) have less capacity to upregulate their ribosome content (shallower gradient of
the dashed line), whereas cells that initially grow slower (smallλ0) can increase their ribosome
content by a larger factor in response to translational inhibition.

It is important to note that these two empirical constraintsare not contradictory, because the
first concerns thefree ribosome concentrationru, while the second concerns thetotal ribosome
concentrationrtot = ru+rb. Maintaining a given growth rateλ requires the same free ribosome
concentrationru in the presence or absence of antibiotic, but in the presenceof antibiotic the
total ribosome concentration will be higher due to the antibiotic-bound ribosomesrb which do
not contribute to growth.

The upregulation of the total ribosome pool which is encapsulated in the second empirical
relation is crucial to our model; without it the model is unable to reproduce the negative cor-
relation between IC50 and growth rateλ0 which we observe for our bacteriostatic antibiotics.
For example, the model of Ref (Elfet al., 2006), which includes positive correlation between
free ribosome concentration and growth rate, but not upregulation of total ribosome concentra-
tion upon translational inhibition, predicts only a positive relation between IC50 and drug-free
growth rateλ0. This is discussed in more detail in section 1.4.
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1.1.2 Expressing the empirical constraints in terms of concentrations (Fig S1)

The state variables in our model are concentrations of free and bound ribosomes and of an-
tibiotic, whereas in previous work (Scottet al., 2010) the empirical relations linking ribosome
content and growth rate were expressed in terms of ribosome mass fraction (i.e. the mass frac-
tion of the total protein pool that is ribosomal protein). Here we describe how to obtain the
empirical relations in terms of ribosome concentration.
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Figure S1: Empirical relation between ribosome concentration and growth rate. Data from Bre-
mer and Dennis (Bremer & Dennis, 1996), is converted into units of ribosome concentration
and plotted as a function of exponential growth rateλ. The minimal ribosome concentration
compatible with growth,rmin, can be directly read off the graph. To obtain the maximal ri-
bosome concentrationrmax, we use the observation of Scottet al.(Scottet al., 2010) that the
maximal ribosome fraction corresponds to a drug-free growth rate ofλmax = 2.85h−1.

For the first empirical relation (Eq. 4 of the main text; positive linear correlation between
ribosome content and growth rate in the absence of antibiotic), we use the data of Bremer and
Dennis, who have tabulated the number of ribosomes per cell,and the dry mass per cell, as
functions of growth rate forE. coli B/r (Bremer & Dennis, 1996). The ratio of these numbers
gives the number of ribosomes per unit dry mass, which we denoteNR/Mcell,dry, as a function of
the growth rate. To convertNR/Mcell,dry to ribosome concentration, we note that the ribosome
concentrationr = NR/Vcell (whereVcell is the cell volume) can be written asr = NR/Vcell =
(NR/Mcell,dry) × (Mcell,dry/Mcell,wet) × (Mcell,wet/Vcell). The cell density,Mcell,wet/Vcell, has
been measured by Kubitscheket al. to be 1.09 g /mL, independent of growth rate (Kubitschek
et al., 1984). We can relate the wet and dry cell masses,Mcell,wet andMcell,dry, by noting that
Cayleyet al. have measured the water-accessible cytoplasmic volume forE. coli K-12 as 2.1µl
/ mg dry weight under conditions of optimal osmolarity, corresponding to the MOPS medium
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used in our experiments (Cayleyet al., 1991). Taking the density of water to be 1 g / mL, this
implies that, in wet cells, for every unit of dry weight thereare 2.1 mass units of water – and thus
that the ratio of dry cell mass to wet cell mass,Mcell,dry/Mcell,wet, is 1 / 3.1. This allows us to
convert the data of Bremer and Dennis into ribosome concentration as a function of growth rate.
The results of this conversion are shown in Fig. S1. As observed by Scottet al. (Scottet al.,
2010), the relation is approximately linear, with an interceptrmin = 19.3µM and inverse slope
κt = 6.1 × 10−2 µM−1h−1. In these experiments, no antibiotic is present, so that themeasured
ribosome concentration corresponds to the free ribosome concentration,ru in our model. Thus
we can write Eq. 4 of the main text:

ru = rmin +
λ

κt

. (S1)

The parametersκt andrmin can be directly measured from the slope and intercept of the graph
in Fig. S1;κt = 6.1 × 10−2µMh−1 is in good agreement with the result of Scottet al. (Scott
et al., 2010).

For the second empirical relation (Eq. 5 of the main text; negative linear correlation between
total ribosome content and growth rate under translation-inhibition), we assume that the linear
relationship between ribosome mass fraction and growth rate observed by Scottet al.(Scott
et al., 2010) also holds for the ribosome concentration -i.e. we assume that we can write
rtot = rmax − bλ. The constantb can be determined by noting that in the absence of antibiotic,
λ = λ0 andrtot = ru = rmin + λ0/κt; this implies Eq. 5 of the main text:

rtot = rmax − ∆rλ

(

1

λ0
−

1

(κt∆r)

)

(S2)

where∆r = rmax−rmin. To obtain a numerical value forrmax, we note that in the experiments of
Scottet al.(Scottet al., 2010), the maximal ribosome fraction corresponds to a drug-free growth
rate ofλmax = 2.85h−1. Reading off from Fig. S1 the ribosome concentration corresponding
to λ0 = 2.85h−1 (red arrow), we find thatrmax = 65.8µM.

The second empirical relation allows us to determine the ribosome synthesis rates. At
steady state the rate of ribosome synthesis must match the rate of ribosome removal by dilution:
i.e. we requires = λrtot (this can also be seen by adding together Eqs. 2 and 3 of the main text
and setting the time derivatives to zero). This leads to the expression for the synthesis rate; Eq.
6 of the main text:

s(λ) = λrtot = λ

[

rmax − λ∆r

(

1

λ0

−
1

(κt∆r)

)]

. (S3)

1.1.3 Antibiotic influx rate

We assume that the antibiotic influx rate,J in Eq. 1 of the main text, is given by

J = Pinaex − Pouta, (S4)
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whereaex is the extracellular antibiotic concentration. Here we assume that the membrane per-
meabilitiesPin andPout are constants. It is important to note, however, that, for aminoglycoside
antibiotics at much higher concentrations than consideredin this work, (∼ 10 × IC50), mis-
folded membrane proteins can disrupt the cell membrane, which may lead to changes in the
permeability (Kohanskiet al., 2008). This could be included in the model by makingPin and/or
Pout dependent on the state variables (a or rb).

1.1.4 Accounting for dilution due to cell growth

In our model, cell division is not represented explicitly, because a cell division event does
not affect the intracellular concentrations (assuming equi-partition of the cell contents between
daughter cells). Instead our model tracks the intracellular concentrations in time within a lin-
eage of cells. The dilution of material due to cell division is represented by “sink” terms
−λa,−λru,−λrb in Eqs. 1-3 of the main text. To see how these terms arise, consider a
generic intracellular component whose number of moleculesis N and whose concentration
is n = N/V whereV is the cell volume. We suppose that the component is generated at
a rateg per unit volume and that the cell increases its volume (i.e. grows) exponentially
at rateλ. The dynamical equations forN and V in a growing cell aredN/dt = gV and
dV/dt = λV . Combining these relations gives us a dynamical equation for the concentrationn:
dn/dt = (1/V )(dN/dt) − (N/V 2)(dV/dt) = g − λn, in which the sink term arises naturally.

1.2 Theoretical predictions of the model

1.2.1 Steady-state solution of the model; assumptions and prediction of growth inhibition
curves (Fig. S2)

We now discuss the solution of equations Eqs. 1–3 of the main text for exponentially growing
cells. In steady state, these equations read:

0 = −kona (ru − rmin) + koffrb − λa + Pinaex − Pouta, (S5)

0 = −kona (ru − rmin) + koffrb − λru + s(λ), (S6)

0 = kona (ru − rmin) − koffrb − λrb. (S7)

We wish to obtain from these equations a prediction for the growth rateλ as a function of the
extracellular antibiotic concentrationaex and the drug-free growth rateλ0. To this end we solve
the equations subject to the constraints given by the empirical relations, Eqs. S1 and S3 (Eqs. 4
and 6 of the main text).

We first use the positive correlation between unbound ribosome concentration and growth rate,
Eq. S1, to eliminateru in favour of λ. Rearranging Eq. S7 then gives an expression for the
bound ribosome concentrationrb

rb =
konaλ

κt (λ + koff)
. (S8)
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Substituting this into the steady-state condition on the intracellular antibiotic concentrationa,
Eq. S5, yields

0 = Pinaex − a

[

Pout +
konλ

2

κt (λ + koff)
+ λ

]

(S9)

which in turn yields an expression for the steady-state concentrationa. Similarly, eliminating
the bound ribosome concentrationrb from Eq. S6 yields,

0 = −λ

[

rmin +
λ

κt

]

−
konaλ2

κt(λ + koff)
+ s(λ). (S10)

Substituting the expression for the ribosome synthesis rate, Eq S3, into Eq. S10, leads to

0 =

(

1 −
λ

λ0

)

∆r −
aλkon

κt (λ + koff)
. (S11)

Combining Eqs. S9 and S11 to eliminate the intracellular antibiotic concentrationa generates
an expression for the growth rateλ as a function of the extracellular antibiotic concentration
aex,

0 =

(

1 −
λ

λ0

)

∆r −
λkon

κt (λ + koff)

[

Pinaex

Pout + konλ2

κt(λ+koff )
+ λ

]

. (S12)

Eq. S12 can be rearranged to give a cubic equation for the growth rateλ scaled relative to the
antibiotic-free growth rateλ0:

0 = −
(

λ

λ0

)3
[

(kon + κt)λ2
0

]

+

(

λ

λ0

)2
[

(kon + κt)λ2
0 − (Pout + koff) κtλ0

]

+

(

λ

λ0

) [

(Pout + koff) κtλ0 −
konPinaex

∆r
λ0 − Poutkoffκt

]

+ Poutkoffκt. (S13)

Dividing through bykon we find that

0 = −
(

λ

λ0

)3 [(

1 +
κt

kon

)

λ2
0

]

+

(

λ

λ0

)2 [(

1 +
κt

kon

)

λ2
0 − (Pout + koff)

κt

kon
λ0

]

+

(

λ

λ0

) [

(Pout + koff)
κt

kon
λ0 −

Pinaex

∆r
λ0 − PoutKDκt

]

+ PoutKDκt, (S14)

whereKD = koff/kon. Defining the parameter combinationsλ∗

0 = 2
√

PoutκtKD andIC∗

50 =
λ∗

0∆r/(2Pin), as in the main text, and dividing through by(λ∗

0)
2, we can rewrite Eq. S14 as

0 = −
(

λ

λ0

)3 (

λ0

λ∗

0

)2 [(

1 +
κt

kon

)]

+

(

λ

λ0

)2
[

(

1 +
κt

kon

) (

λ0

λ∗

0

)2

−
(

Pout + koff

2
√

Poutkoff

) (√

κt

kon

) (

λ0

λ∗

0

)

]
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+

(

λ

λ0

) [(

Pout + koff

2
√

Poutkoff

) (√

κt

kon

) (

λ0

λ∗

0

)

−
aex

2IC∗

50

(

λ0

λ∗

0

)

−
1

4

]

+
1

4
. (S15)

If we assume thatkon ≫ κt and also that(Pout + koff)/
√

Poutkoff does not become very large,
then Eq. S15 simplifies to Eq. 7 of the main text:

0 =

(

λ

λ0

)3

−
(

λ

λ0

)2

+

(

λ

λ0

)

[

aex

2IC∗

50

(

λ∗

0

λ0

)

+
1

4

(

λ∗

0

λ0

)2
]

−
1

4

(

λ∗

0

λ0

)2

. (S16)
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Figure S2: The effect of the reversibility parameterλ∗

0 on the shape of the inhibition curve
λ (aex). The inhibition curveλ (aex) is obtained from the fixed points of the model dynamics,
Eq. S15, for different choices of the critical parameterλ∗

0 = 2
√

PoutκtKD that quantifies the
reversibility in binding and transport.A and B: For near-irreversible bindingλ∗

0 ≪ λ0, [A.:
λ∗

0/λ0 = 0.083 (KD = 0.01µM) andB.: λ∗

0/λ0 = 0.3 (KD = 0.13µM)], the inhibition curve
exhibits an abrupt transition from growth to no growth closeto the half-inhibition concentra-
tion. Furthermore, we predict the existence of a second, slow-growing subpopulation in the
region of antibiotic concentration where the model has three fixed points (gray band).C and
D: For reversible bindingλ∗

0 ≫ λ0 [C.: λ∗

0/λ0 = 0.45 (KD = 0.3µM) andD.: λ∗

0/λ0 = 0.83
(KD = 1µM)], the inhibition curve decreases smoothly and a single fixed point is evident. In
the figure,λ∗

0 is varied by changing the dissociation constantKD = koff/kon, with the remaining
parameters fixedPout = Pin = κt∆r = 2.85h−1 andλ0 = 1h−1. The full lines show the stable
fixed points; dashed lines show unstable fixed points.

The roots of this cubic equation forλ give the steady growth rate as a function of the model
parameters and of the drug-free growth rateλ0. Fig. S2 shows predictions forλ(aex) obtained
from Eq. S13, for increasing values ofλ∗

0 (with λ0 = 1h−1). For λ∗

0 ≪ λ0 (Fig. S2A and B),
Eq. S13 has three solutions. The stability of these solutions can be determined by performing
a linear stability analysis of the dynamical equations; this reveals that two of the solutions are
dynamically stable (full lines in Fig. S2) and one is unstable (dashed line). In our experiments,
we expect to observe the upper stable solution, since we begin with the initial conditionλ/λ0 =
1, which is closer to the upper fixed point than the lower one. The observation that we have two
stable states does, however, suggest that measurements of individual cell growth rates might
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reveal population-level heterogeneity. Such measurements have recently been performed for
antibiotic-resistant strains (Deriset al., 2013) but to our knowledge have not been carried out
for antibiotic-sensitive strains such as those used in our work. Forλ∗

0 ≫ λ0 (Fig. S2C and D),
the bistable regime vanishes and a unique steady state prevails.

1.2.2 Growth-rate dependence of the IC50

A prediction for the IC50 is obtained by settingaex = IC50 andλ = λ0/2 in Eq. S15. This gives

0 = 1 +
κt

kon

+

(

Pout + koff√
Poutkoff

) (√

κt

kon

) (

λ∗

0

λ0

)

− 2
IC50

IC∗

50

(

λ∗

0

λ0

)

+

(

λ∗

0

λ0

)2

(S17)

This equation can be solved to give an expression for the IC50 as a function of the antibiotic-free
growth rateλ0:

IC50

IC∗

50

=
1

2

[(

1 +
κt

kon

) (

λ0

λ∗

0

)

+

(

Pout + koff√
Poutkoff

) (√

κt

kon

)

+

(

λ∗

0

λ0

)]

(S18)

Making the same assumptions mentioned above, namely thatkon ≫ κt and that(Pout +
koff)/

√
Poutkoff does not diverge, Eq. S18 reduces to

IC50

IC∗

50

=
1

2

[(

λ0

λ∗

0

)

+

(

λ∗

0

λ0

)]

(S19)

which corresponds to Eq. 10 in the main text.

In Eq. S19, ifλ0 < λ∗

0, we expect the second term to dominate, so that the IC50 decreases with
increasingλ0; i.e. fast-growing cells are more sensitive. However ifλ0 > λ∗

0, the first term
dominates, the IC50 increases with increasingλ0 and fast-growing cells are less sensitive to an-
tibiotic.

Parameters extracted from literature data suggest that theassumptionkon ≫ κt is satisfied for
all the antibiotics considered in this work (see Section 1.3.3); the largest value ofκt/kon is
obtained for chloramphenicol, for whichκt/kon ∼< 1/18.

1.2.3 Limit of the model for small λ∗

0

If the critical parameterλ∗

0 is small, corresponding to very slow antibiotic efflux (Pout), or very
slow antibiotic-ribosome dissociation (koff), the predictions of the model can be simplified. For
λ∗

0/λ0 ≪ 1, the cubic Eq. S16 (Eq. 7 in the main text) reduces to a quadratic:

0 =

(

λ

λ0

)2

−
(

λ

λ0

)

+
aex

2IC∗

50

(

λ∗

0

λ0

)

(S20)
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which can be solved to give the prediction for the form of the inhibition curve:

λ

λ0
=

1

2

[

1 +

√

1 −
2aex

IC∗

50

(

λ∗

0

λ0

)

]

, (S21)

for aex < IC50/2; andλ/λ0 = 0 otherwise. In this limit Eq. S19 for the IC50 reduces to

IC50 =
λ0IC

∗

50

2λ∗

0

=
∆rλ0

4Pin
. (S22)

Because∆r = rmax − rmin = 46.5µM is a universal constant it should, in principle, be possi-
ble to estimate the permeability constantPin from the slope of IC50(λ0). For streptomycin and
kanamycin, however, our fits suggest that we are not quite in the smallλ∗

0 limit (a better fit to
the IC50 data is obtained using the full expression, Eq. S19 than the linear approximation, as
shown in Fig. S4).

Using Eq. S22 for the IC50 allows us to express the inhibition curve, Eq. S21 as

λ

λ0
=

1

2

[

1 +

√

1 −
aex

IC50

]

, (S23)

for aex ≤ IC50, andλ/λ0 = 0 otherwise. This limiting form is compared to our data for
streptomycin and kanamycin in Fig. 5 of the main text, and Fig. S4.

1.2.4 Limit of the model for large λ∗

0

The predictions of the model also simplify in the limit thatλ∗

0 is large, corresponding to rapid
antibiotic efflux (Pout) and antibiotic-ribosome dissociation (koff). In this case the cubic Eq. S16
reduces to

0 =

(

λ

λ0

) [

aex

IC∗

50

+
1

2

(

λ∗

0

λ0

)]

−
1

2

(

λ∗

0

λ0

)

, (S24)

which can be solved to give a Langmuir-like expression for the relative growth rate

λ

λ0

=
1

1 + 2aex

IC∗

50

(

λ0

λ∗

0

) . (S25)

In this case theIC50 (the antibiotic concentration to achieve half-inhibitionλ/λ0 = 1/2) is
simply

IC50 =
IC∗

50λ
∗

0

2λ0

=

(

koff

kon

) (

Pout

Pin

) (

κt∆r

λ0

)

, (S26)

and the inhibition curve reduces to the simple form

λ

λ0

=
1

1 + aex/IC50

. (S27)
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Note that in this case theIC50 is inversely proportional to the drug-free growth rateλ0. These
predictions are compared to our data for tetracycline and chloramphenicol in Fig. 5 of the main
text and Fig. S4.

Interestingly, this form of the inhibition curve can be understood as a modified form of a simple
Langmuir-like binding curve for the antibiotic-ribosome equilibrium. Writing the inhibition
curve Eq. S27 in terms of the free ribosome concentration using Eq. S1, we obtain(ru −
rmin)/(r0 − rmin) = (1 + aex/KD,eff)−1, wherer0 is the drug-free ribosome concentration
r0 = λ0/κ + rmin, andKD,eff is an effective dissociation constantKD,eff = KD × (Pout/Pin) ×
(κt∆r/λ0). Thus the effect of cell physiology is to rescale thein vitro dissociation constant
KD by a factor that depends both on the membrane permeability and, crucially, on the drug-free
growth rateλ0.

1.3 Model fits to experimental data and parameter extraction

1.3.1 Model fits to growth inhibition curves on glucose-based media (Fig. S3)

Fig. S3 shows model fits to our experimental growth inhibition curves on the three glucose-
based media. These plots are analogous to those shown in Fig.3 of the main text for the
glycerol-based media.

1.3.2 Residuals for fits to growth inhibition curves

The sums of squares of the residuals (RSS values) for the fits of our model to our experimental
growth inhibition curves (Fig. 3 of the main text and Fig. S3)were:
Streptomycin, glycerol media: RSS = 0.18, 21 data points.
Streptomycin, glucose media: RSS = 0.63, 21 data points.
Kanamycin, glycerol media: RSS = 1.07, 18 data points.
Kanamycin, glucose media: RSS = 0.40, 19 data points.
Tetracycline, glycerol media: RSS = 0.013, 22 data points.
Tetracycline, glucose media: RSS = 0.015, 18 data points.
Chloramphenicol, glycerol media: RSS = 0.023, 22 data points.
Chloramphenicol, glucose media: RSS = 0.145, 18 data points.

1.3.3 Model predictions forλ∗

0 and IC∗

50 and comparison to literature values

Fitting our data for the nutrient-dependent growth inhibition curves to the prediction of the
model (Eq. 7 of the main text) allows us to extract values for the critical parametersλ∗

0 and
IC∗

50. Tables S3 and S4 list these values. In many cases, estimatesfor biochemical parameters
for membrane transport and ribosome binding are available in the literature; these can be used to
obtain estimated ranges forλ∗

0 = 2
√

PoutκtKD andIC∗

50 = λ∗

0∆r/(2Pin), which are compared

11



Figure S3: Model fits to growth inhibition curve data for glucose-based media. The parameters
λ∗

0 andIC∗

50 are obtained by numerical fitting of the solution of the cubicequation, Eq. 7, to our
experimental growth inhibition curves. Data sets for different drug-free growth rates (i.e. the
different curves in each panel) were fitted simultaneously with the same values ofλ∗

0 andIC∗

50,
but separate fits were obtained for glycerol-based and glucose-based media. For each fit, the
bold line shows the best fit to the data while the narrow lines represent 95% confidence intervals
on the value of the parameterλ∗

0. To obtain these intervals (as well as the error bars on the fits
for λ∗

0 and IC∗

50), we performed fits on 1000 randomised datasets generated bysampling within
the experimental error ranges on the measured growth-inhibition data. The parameters obtained
by our fitting procedure are listed and compared to literature data in Table S4.

to the results of our fits in Table S4 [usingκt = 6.1 × 10−2µMh−1 and∆r = 46.5µM (Scott
et al., 2010)]. In most cases, the values given by our fits are withinor close to the range of the
literature results.

Literature values for the membrane transport parametersPout andPin were obtained from lit-
erature data that tracks the accumulation of intracellularantibiotic over time, upon exposure
of cells to high concentrations of extracellular antibiotic. To extractPout andPin from these
data, we assumed that the intracellular antibiotic concentrationa obeysda/dt = Pinaex −Pouta
(neglecting the fraction of antibiotic that is bound to ribosomes, since typicallya ≫IC50). This
equation has the solutiona(t) = (Pinaex/Pout)[1 − exp(−Poutt)]. Hence,Pout can be found
from the rate of increase of intracellular antibiotic andPin can be found from the saturation
level of intracellular antibiotic,asat = Pinaex/Pout.

12



Tetracycline
For tetracycline, the dissociation constantKD has been reported as0.5-20µM (Epe & Woolley,
1984; Tritton, 1977; Berens, 2001) [note that in Ref. (Tritton, 1977)KD can be obtained as the
inverse of the quasi-first order effective association constant]. Reported experiments that track
the inflow of tetracycline into cells allow one to obtain estimates forPout = 80-120h−1 (Argast
& Beck, 1985) andPin ≈ 17 × Pout = 1360-2040h−1 (Argast & Beck, 1985). This leads to
values ofλ∗

0 = 2
√

PoutκtKD in the range 3.1-24h−1 and IC∗

50 = λ∗

0∆r/(2Pin) in the range
0.04-0.4µM. kon for tetracycline has also been measured as0.285µM−1s−1 = 1026µM−1h−1

(Tritton, 1977). This gives the ratiokon/κt as1.7 × 104, so that we are well within the range
where the approximationkon/κt ≫ 1, used in our calculations, is valid.

Chloramphenicol
For chloramphenicol, the dissociation constantKD has been reported as0.5-5µM (Harvey &
Koch, 1980; Pongset al., 1973; Contreras & Vazquez, 1977; Goldberget al., 1977) [these ex-
periments were not all carried out at the same temperature asour experiments, butKD has been
found not to vary significantly between0 and300C (Harvey & Koch, 1980)]. Estimated values
for the membrane transport parameters arePout = 15-30h−1 (Abdel-Sayed, 1987; George &
Hall, 2002) andPin = 75-4000h−1 (Abdel-Sayed, 1987; George & Hall, 2002). We note that
the latter range is very large; this is due to two very different values being reported for the ratio
of intra- to extra-cellular chloramphenicol in Refs. (Abdel-Sayed, 1987) and (George & Hall,
2002). Taking the range of values spanning the results of both papers, this leads to values of
λ∗

0 in the range 1.35-6.0h−1 andIC∗

50 in the range 0.008-1.86µM. The binding constantkon for
chloramphenicol has also been estimated as3×10−4−3.6×10−3µM−1s−1 = 1.08−13µM−1h−1

(Harvey & Koch, 1980). This gives the ratiokon/κt as18 − 213, so thatkon/κt ≫ 1 remains a
reasonable approximation.

Streptomycin
For the aminoglycosides streptomycin and kanamycin, reports differ as to the reversibility of
antibiotic-ribosome binding. A common view is that the effect of aminoglycoside binding is ir-
reversible (Farajiet al., 2006; Davis, 1987; Wishartet al., 2006; Davies, 1991). However, other
reports suggest that dihydrostreptomycin binds reversibly to ribosomes withKD = 0.1µM
(Chang & Flaks, 1972; Franklin & Snow, 2006). We therefore assume thatKD = 0 − 0.1µM.

In experiments tracking the accumulation of streptomycin inside cells, no saturation of the intra-
cellular antibiotic was observed after 30 minutes (Bryan & Van Den Elzen, 1976). This suggests
thatPout < 1/30 min−1. In the same experiments,Pin can be determined by the slope of the
curve for accumulation of intracellular antibiotic, giving Pin = 0.9 − 1.5h−1 (Bryan & Van
Den Elzen, 1976) [it is important to note, however, that aminoglycosides promote the synthesis
of mis-translated proteins that disrupt the membrane, so that for streptomycin and kanamycin,
influx may not be a linear process as assumed here]. Taking these ranges of parameters, we
obtainλ∗

0 in the range 0-0.22h−1 andIC∗

50 in the range 0-5.68µM. kon for streptomycin has also
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been measured as0.16 − 0.56µM−1s−1 = 576 − 2016µM−1h−1 (Chang & Flaks, 1972). This
gives the ratiokon/κt as9 × 102 − 33 × 104, so thatkon/κt ≫ 1 is a valid approximation.

Kanamycin
For kanamycin, it is difficult to obtain literature predictions for λ∗

0 and IC∗

50. As for strep-
tomycin, a conflicting picture appears as to the reversibility of ribosome binding; while this
is generally accepted to be irreversible for aminoglycosides (Farajiet al., 2006; Davis, 1987;
Wishartet al., 2006; Davies, 1991), non-zero dissociation constants forkanamycin have been
reported (KD = 1.8µM for binding to the small ribosomal subunit andKD = 2.5µM for bind-
ing to the large subunit (Misumiet al., 1978)). The existence of two different ribosome binding
sites for kanamycin, not considered in our model, is an additional complicating factor (Misumi
et al., 1978; Franklin & Snow, 2006). Moreover, no data on membranetransport properties
appear to be available for kanamycin.

1.3.4 Fitting the model to growth-dependent susceptibility data [IC 50(λ0)], rather than
growth inhibition curves (Fig. S4)

In Figs. 3 and 4 of the main text, and Tables S3 and S4, we obtainvalues for the critical pa-
rametersλ∗

0 andIC∗

50 by fitting our data for nutrient-dependent growth inhibition curves to the
predictions of the model (solution of Eq. 7 of the main text).This requires us to solve the
cubic equation (Eq. 7 of the main text). A mathematically simpler, but less well-constrained,
alternative approach would be to obtainλ∗

0 andIC∗

50 by instead fitting the data for the growth-
dependent susceptibility (IC50(λ0)) to the model prediction (Eq. 10 of the main text).

To test the robustness of our conclusions to the fitting procedure, we also implemented this al-
ternative approach. To constrain the fits as much as possible, we fit the data for IC50(λ0) using a
global fit with shared parameters, such that, for a given antibiotic,λ∗

0 is assumed to be common
for both glycerol-based media and glucose-based media, butIC∗

50 can differ between these me-
dia classes. This amounts to allowingPin but notPout to depend on the carbon source. In these
fits, the total number of parameters was 3 per antibiotic (λ∗

0 plus2× IC∗

50) and the total number
of data points was 6 per antibiotic (3 glucose-based media plus 3 glycerol-based media)1. To
be sure that the global minimum was found, we systematicallysearched the space of the three
parameters using a grid-based procedure, for each antibiotic.

The results of fitting IC50(λ0) to our data are shown in Fig S4. Fits for IC50(λ0) are shown in
the top panels (black lines; note that for tetracycline and chloramphenicol we have plotted1/λ0

on the horizontal axis). The resulting values ofλ∗

0 andIC∗

50 are given in the caption, and are
consistent with the values obtained by fitting the growth inhibition curves (compare to Tables
S3 and S4). The bottom panels (solid lines) in Fig S4 show predictions for the growth inhibi-

1This compares to 4 parameters per approximately 36 data points for our fits to the growth inhibition curves in
Fig. 3.
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tion curves, obtained by inputting these values ofλ∗

0 andIC∗

50 into the cubic equation, Eq. 7 of
the main text. The agreement with the data remains good, eventhough these fits are less well
constrained than those of the main text.

Fig. S4 also shows the predictions of the limiting cases of the model for smallλ∗

0 (for strep-
tomycin and kanamycin) and largeλ∗

0 (for tetracycline and chloramphenicol), using the same
values ofλ∗

0 andIC∗

50. In the top panels, the brown lines show model predictions for the IC50

in the “bactericidal” and “bacteriostatic” limits, Eqs. S22 and S26 respectively. In the bottom
panels, the dashed lines show predictions for the growth inibibition curves in the same limits,
Eqs. S23 and S27. The bactericidal (smallλ∗

0) limit of the model is in reasonable but not ex-
cellent agreement with the data for both streptomycin and kanamycin, consistent with the fact
that the fitted values ofλ∗

0 = 0.45 for streptomycin andλ∗

0 = 0.4 for kanamycin are comparable
with our slowest experimental growth rates. The bacteriostatic (largeλ∗

0) limit of the model is in
good agreement with the data for tetracycline, consistent with the fact that here our fitted value
of λ∗

0 = 3.9 is much larger than any of our experimental growth rates. In contrast, for chloram-
phenicol, bacteriostatic limit of the model is in poorer agreement with the data, consistent with
the fact that the fitted value ofλ∗

0 = 1.35 is within the range of our experimental growth rates.

1.4 Importance of up-regulation of ribosome synthesis in the model

In previous work, Elfet al. (Elf et al., 2006) proposed a similar mathematical model, which
accounts very generally for the inhibition of growth by intracellular antibiotic and predicts a
bistability in growth rate, due to a positive feedback in which antibiotic inhibits growth, hence
slowing dilution and allowing more antibiotic to build up inthe cell. Elf et al. consider the
specific case of ribosome-targeting antibiotics, taking into account (equilibrated) binding of
antibiotic to ribosomes and a linear relation between free ribosome concentration and growth
rate, as well as dilution of intracellular antibiotic due togrowth – but not accounting for up-
regulation of ribosome synthesis upon translation inhibition. This model predicts that the IC50

should be a universally increasing (non-linear) function of the drug-free growth rateλ0, and
thus cannot explain our experimental data for tetracyclineand chloramphenicol, where the IC50

decreases withλ0. In fact upregulation of ribosome production is essential to explain this be-
haviour. Solving our model as in section 1.2.1 above, but using a constant ribosome synthesis
rates (i.e. assuming that the total ribosome concentration remains fixed at its drug-free value
rtot = rmin + λ0/κt, and using the steady-state conditions = λrtot), gives the result

IC50 =
λ2

0

(

1 + kon

κt

)

+ 2λ0 (Pout + koff) + 4Poutkoff

4konPin
(S28)

which is an increasing function ofλ0 for all parameter values. Thus the results that we see for
the bacteriostatic antibiotics cannot be explained without including ribosome upregulation upon
translational inhibition.
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Figure S4: Comparison between the model predictions and ourexperimental data, when we
obtainλ∗

0 andIC∗

50 by fitting IC50(λ0) rather thanλ(aex)/λ0. A global fit with shared parameters
is used such that for each antibiotic,λ∗

0 is assumed to be common to all media butIC∗

50 is
allowed to differ between glucose-based and glycerol-based media. A - D: Dependence of
the half-inhibition concentration IC50 on the drug-free growth rateλ0. Black lines show the
universal curve (Eq. 10 in the main text); brown lines show its linear limits. Solid and dashed
lines are for glycerol-based and glucose-based media. Notethat the data for tetracycline and
chloramphenicol (C andD) are plotted versus inverse drug-free growth rate (1/λ0). Symbols
are as in Fig. 1. of the main text. The fit parameters are as follows. Streptomycin:λ∗

0 =
0.45h−1, IC∗

50 = 0.3µg/ml (glucose),IC∗

50 = 0.2µg/ml (glycerol), Kanamycin:λ∗

0 = 0.40h−1,
IC∗

50 = 0.2µg/ml (glucose),IC∗

50 = 0.1µg/ml (glycerol), Tetracycline:λ∗

0 = 3.9h−1, IC∗

50 =
0.6µM (glucose),IC∗

50 = 0.3µM (glycerol), Chloramphenicol:λ∗

0 = 1.35h−1, IC∗

50 = 4.5µM
(glucose),IC∗

50 = 2.9µM (glycerol). E - H: Growth inhibition curves for glycerol-based media,
compared with the prediction of the full model (Eq. 7 of the main text) (solid lines), and with
the theoretically-predicted forms in the limits of large orsmallλ∗

0 (dashed lines), using the same
parameters as in panelsA - D.

1.5 Susceptibility to kanamycin for the translation mutant (Fig. S5)

In the main text, we show that a mutant strain with impaired translation shows growth-dependent
susceptibility to tetracycline that is in quantitative agreement with the predictions of the model
for a reversible antibiotic (Fig. 6). The situation is more complex for our irreversible antibi-
otics, because the mutant is partially resistant to both streptomycin and kanamycin, implying
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that molecular binding and transport parameters for these drugs are likely to be altered as well
as the translation rate. Nevertheless, growth medium-dependent inhibition curves for the mu-
tant on all 6 media are well-fitted by the model (Fig. S4, usingnumerical solution of the cubic
equation, Eq. 7 of the main text; raw data is given in Table S6). The values forλ∗

0 and IC∗

50 for
the mutant that emerge from these fits are: glucose:λ∗

0 = 0.29h−1; IC∗

50 = 0.81µg/ml, glycerol:
λ∗

0 = 0.21h−1; IC∗

50 = 0.37µg/ml. Comparing these to the results obtained from equivalent
data fits for the wild-type strain (Fig. 3; glucose:λ∗

0 = 0.47h−1; IC∗

50 = 0.26µg/ml, glycerol:
λ∗

0 = 0.17h−1; IC∗

50 = 0.05µg/ml), we see that the fold-changes ofλ∗

0 and IC∗

50 in the mutant are
different. This suggests that, as expected, molecular parameters for transport and / or binding
of kanamycin are affected by the mutation as well as the translation rateκt.
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Figure S5: Growth-medium dependent growth-inhibition curves for the translation mutant in
the presence of kanamycin. The symbols show experimental data for glycerol-based mediaA
and glucose-based mediaB; symbols are as in Fig. 1. of the main text. The solid lines show
fits of the model to the data, using numerical solution of the cubic equation (Eq. 7 of the main
text). Separate fits were performed for glycerol and glucose-based media, but for each media
type all 3 inhibition curves were fit simultaneously. The resulting fit parameters were: glycerol:
λ∗

0 = 0.21h−1; IC∗

50 = 0.37µg/ml, glucose:λ∗

0 = 0.29h−1; IC∗

50 = 0.81µg/ml.

1.6 Model predictions with growth-state dependent transport parameters

Here we explore the effects of including a growth-rate dependence for either the antibiotic influx
ratePin or the efflux ratePout. In our studyPin andPout have been assumed to be constants,
but it is possible that as the cell becomes inhibited by antibiotic, it will become either more
permeable to antibiotic (Pin increases asλ decreases), or less able to expel antibiotic (Pout

decreases asλ decreases). For simplicity we assume these dependences to be linear, and we
also assume that in the absence of antibiotic the transport rates take fixed valuesP 0

in andP 0
out

which are growth-medium independent.
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Growth-rate dependent influx
Let us first assume a linear increase in the influx ratePin as the growth rate decreases under
antibiotic treatment. This can be desribed by the functional form

Pin(λ) = P 0
in + ∆Pin

(

1 −
λ

λ0

)

where∆Pin = Pmax
in − P 0

in with Pmax
in being the influx rate at zero growth rate. Inserting this

into the generic cubic equation Eq. (S14), we obtain

0 = −
(

λ

λ0

)3 [(

1 +
κt

kon

)

λ2
0

]

+

(

λ

λ0

)2 [(

1 +
κt

kon

)

λ2
0 − (Pout + koff)

κt

kon
λ0 +

aex

∆r
λ0∆Pin

]

+

(

λ

λ0

) [

(Pout + koff)
κt

kon
λ0 −

aex

∆r
λ0P

max
in − PoutKDκt

]

+ PoutKDκt, (S29)

We now define the parameter combinationsλ∗

0 = 2
√

PoutκtKD (as before) andIC∗∗

50 = λ∗

0∆r/(2Pmax
in )

(note that this is slightly different to our previous definition of IC∗

50). We also, as before, divide
through by(λ∗

0)
2, and assume thatkon ≫ κt and that(Pout + koff)/

√
Poutkoff does not become

very large. This results in a modified form of the cubic equation, Eq. 7 of the main text:

0 =

(

λ

λ0

)3

−
(

λ

λ0

)2 [

1 +
aex

2IC∗∗

50

(

λ∗

0

λ0

) (

∆Pin

Pmax
in

)]

+

(

λ

λ0

)

[

aex

2IC∗∗

50

(

λ∗

0

λ0

)

+
1

4

(

λ∗

0

λ0

)2
]

−
1

4

(

λ∗

0

λ0

)2

.

(S30)
To determine how the susceptibility varies with drug-free growth rateλ0, we setaex = IC50 and
λ = λ0/2. This gives

IC50

IC∗∗

50

=
1

2

(

Pmax
in

P 0
in + Pmax

in

) [(

λ0

λ∗

0

)

+

(

λ∗

0

λ0

)]

(S31)

Thus the modified model behaves in the same way as our “basic” model; theIC50 is simply
scaled by a constant.

Growth-rate dependent efflux
Next let us suppose instead that the efflux rate changes with growth rate under antibiotic chal-
lenge. This can be described by the functional form

Pout(λ) = Pmin
out + ∆Pout

(

λ

λ0

)

,

wherePmin
out is the efflux rate when cell growth is zero and∆Pout = P 0

out − Pmin
out , with P 0

out

being the drug-free efflux rate.

18



Substituting this into the generic cubic equation, Eq. S14,and defining the parameter combina-
tionsλ∗∗

0 = 2
√

Pmin
out κtKD andIC∗∗

50 = λ∗∗

0 ∆r/(2Pin), and following the same procedure as in
the “basic” model (including assuming thatkon ≫ κt and that(Pmin

out + koff)/
√

Pmin
out koff does

not become very large), we eventually obtain the following cubic equation:

0 = −
(

λ

λ0

)3
[

(

λ0

λ∗∗

0

)2

+
1

4

∆Pout
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]
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λ
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(
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4
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− 1
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2IC∗∗
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−
1

4
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1

4
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]
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1

4
(S32)

We also note that1
4

∆Pout

Pmin
out

(

λ0

koff

)

= ∆Pout
λ0

λ∗∗2
0

κt

kon
≈ 0 under the same assumptions as above.

This then leads to

0 =

(

λ

λ0

)3

−
(

λ

λ0

)2
[
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1

4
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(S33)
which looks very similar to Eq. 7 of the main text, with some extra terms in∆Pout

Pmin
out

.

To determine how theIC50 depends on the drug-free growth rateλ0, we setaex = IC50 and
λ = λ0/2. This gives

IC50

IC∗∗

50

=
1

2

[

λ0

λ∗∗

0

+
λ∗∗

0

λ0

[

1 +
1

2

∆Pout

Pmin
out

]]

(S34)

Once again, this result has the same structure as the key result of our “basic” model, Eq. 10
of the main text. Here, however, the turning point between “reversible” and “irreversible”
behaviour is shifted by a constant.
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1.7 Sample growth curves (Fig. S6)

Fig. S6 shows typical growth curves for our experiments, in the presence and absence of antibi-
otic. Here we show data for growth of our wild-type strainE. coli MG1655 on glucose with
casamino acids, in the absence of antibiotic and in the presence of increasing concentrations
of chloramphenicol. Growth curves for the other drugs are qualitatively similar. The vertical
axis shows the number of cell doublings, as computed from measurements of the optical den-
sity at 600nm (OD600). In all our experiments, we were careful to maintain cell cultures in the
exponential phase of growth by appropriate dilution of the growth medium.
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Figure S6: Sample growth curves. Different symbols correspond to replicates done on differ-
ent days. Light scattering at 600 nm (OD600) was measured through a 1 cm quartz cuvette.
Samples were taken from test tube cultures adapted to exponential growth in a waterbath shaker
at 37C. Tubes were removed from the shaker less than 10 seconds during sampling. To ease
comparison, data has been normalized relative to the OD600 at t=0. The data shown is from
cells grown in glucose casamino acids medium, with 0µM, 2 µM, 4 µM, 8 µM, 12 µM and
16µM chloramphenicol as indicated; similar growth curves are obtained in other growth media
and antibiotic concentrations.
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2 Supporting Tables

Table S1: Growth rate in the absence of antibiotics

Doubling Rate Growth Rate

Medium (dbl/h−1) Error λ0 (h−1) Repeats

Glucose RDM• 2.42 0.06 1.68 2

Glycerol RDM� 1.95 0.00 1.35 2

Glucose cAA• 1.58 0.00 1.09 2

Glycerol cAA� 1.22 0.02 0.85 2

Glucose MIN• 0.92 0.01 0.64 2

Glycerol MIN � 0.58 0.02 0.40 6

Table S1: Growth rate in the absence of antibiotics (referred to in the text as “drug-free
growth rate”). Abbreviations used in the table:Glucose RDM - Neidhardt’s rich defined
MOPS medium (Teknova) with 0.2% (w/v) glucose;Glycerol RDM - Neidhardt’s rich de-
fined MOPS medium (Teknova) with 0.2% (v/v) glycerol;Glucose cAA- Neidhardt’s minimal
MOPS medium (Teknova) with 0.2% (w/v) glucose and 0.2% (w/v)casamino acids;Glycerol
cAA - Neidhardt’s minimal MOPS medium (Teknova) with 0.2% (v/v)glycerol and 0.2% (w/v)
casamino acids;Glucose MIN - Neidhardt’s minimal MOPS medium (Teknova) with 0.2%
(w/v) glucose;Glycerol MIN - Neidhardt’s minimal MOPS medium (Teknova) with 0.2%
(v/v) glycerol. Errors are expressed as standard deviationamong repeats done on different
days. Growth Rate= 0.693× Doubling Rate.
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Table S2: Experimental data and error estimates for the plots of Fig. 1



• Glucose RDM (Rich MOPS medium with 0.2% glucose) λ0 = 1.68h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.2 2.31 0.07 1.60 3 0.3 2.26 0.02 1.57 2
0.3 2.21 0.03 1.53 3 0.4 2.06 0.02 1.42 2
0.4 1.26 0.04 0.87 3 0.5 1.56 0.07 1.08 2
0.5 0.54 0.02 0.37 2 0.6 0.82 0.09 0.57 2
0.6 0.33 0.04 0.23 3 0.7 0.00 0.00 0.00 2
0.7 0.08 0.06 0.05 2

Chloramphenicol Tetracycline
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 1.85 0.05 1.28 2 0.4 1.53 0.06 1.06 2
4 1.38 0.03 0.96 2 0.8 1.21 0.03 0.84 2
8 0.70 0.01 0.49 2 1.2 1.02 0.00 0.71 2
12 0.38 0.00 0.26 2 1.6 0.83 0.04 0.58 2
16 0.23 0.03 0.16 2 2 0.61 0.01 0.43 2

�Glycerol RDM (Rich MOPS medium with 0.2% glycerol) λ0 = 1.35h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.2 1.59 0.01 1.10 2 0.2 1.72 0.02 1.19 2
0.25 0.92 0.01 0.64 2 0.3 1.58 0.01 1.10 2
0.3 0.59 0.04 0.41 2 0.4 1.03 0.03 0.71 2
0.35 0.16 0.00 0.11 2 0.5 0.44 0.01 0.30 2

0.6 0.08 0.11 0.06 2
0.7 0.00 n/a 0.00 1

Chloramphenicol Tetracycline
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 1.19 0.05 0.83 2 0.2 1.36 0.04 0.94 2
2.5 1.04 0.00 0.72 2 0.4 1.11 0.06 0.77 2
3 0.94 0.04 0.65 2 0.6 0.87 n/a 0.60 1
6 0.50 0.04 0.34 2 0.8 0.73 0.04 0.50 2
8 0.36 0.03 0.25 2 1.2 0.44 0.00 0.31 2
12 0.27 0.03 0.19 2 1.6 0.39 n/a 0.27 1

2 0.35 0.04 0.24 2



• Glucose cAA (MOPS medium with 0.2% glucose and 0.2% casaminoacids) λ0 = 1.09h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.2 1.55 0.02 1.08 2 0.1 1.52 0.08 1.05 2
0.3 1.41 0.03 0.98 2 0.3 1.36 0.04 0.94 2
0.35 1.02 0.02 0.71 2 0.4 1.07 0.08 0.74 3
0.4 0.58 0.00 0.40 2 0.5 0.40 0.14 0.27 2
0.45 0.15 0.01 0.10 2 0.6 0.03 0.04 0.02 2

Chloramphenicol Tetracycline
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 1.06 0.01 0.73 4 0.4 1.08 0.05 0.75 2
4 0.85 0.01 0.59 2 0.8 0.85 0.04 0.59 2
8 0.51 0.02 0.36 4 1.2 0.73 0.04 0.51 2
12 0.36 0.02 0.25 4 1.6 0.64 0.08 0.44 2
16 0.27 0.01 0.19 4 2 0.60 0.07 0.42 2

� Glycerol cAA (MOPS medium with 0.2% glycerol and 0.2% casamino acids) λ0 = 0.85h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.05 1.25 0.01 0.86 2 0.2 1.07 0.09 0.74 2
0.07 1.21 0.03 0.84 2 0.3 0.49 0.06 0.34 2
0.08 1.03 0.07 0.72 2 0.35 0.20 0.05 0.14 2
0.09 0.69 n/a 0.48 1 0.4 0.08 0.01 0.05 2
0.1 0.40 0.00 0.28 2 0.5 0.07 0.09 0.05 2
0.11 0.11 n/a 0.08 1 0.6 0.05 0.07 0.03 2

Chloramphenicol Tetracycline
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 0.68 0.04 0.47 4 0.2 0.95 0.00 0.66 2
3 0.58 0.01 0.40 2 0.4 0.78 0.02 0.54 2
4 0.51 0.02 0.35 3 0.6 0.62 0.03 0.43 2
6 0.42 0.04 0.29 3 0.8 0.57 0.02 0.40 2
8 0.33 0.01 0.23 3 1.2 0.47 0.01 0.33 2
12 0.24 0.02 0.17 2 1.6 0.44 0.00 0.30 2
16 0.22 0.07 0.15 2 2 0.38 0.03 0.27 2



• Glucose MIN (MOPS medium with 0.2% glucose) λ0 = 0.64h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.22 0.83 0.07 0.57 2 0.1 0.96 0.66 0.04 3
0.24 0.55 0.01 0.38 2 0.15 0.92 0.64 0.05 3
0.25 0.46 0.13 0.32 2 0.2 0.92 0.64 0.02 3
0.26 0.41 0.01 0.29 2 0.25 0.81 0.56 0.07 3
0.28 0.13 0.03 0.09 2 0.3 0.68 0.47 0.08 3

0.35 0.54 0.37 0.09 2
0.38 0.03 0.02 0.00 2
0.42 0.00 0.00 0.02 2

Chloramphenicol Tetracycline
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 0.71 0.05 0.49 3 0.4 0.75 0.02 0.52 2
4 0.55 0.01 0.38 2 0.8 0.61 0.01 0.42 2
8 0.35 0.01 0.24 2 1.2 0.50 0.02 0.35 2
12 0.24 0.03 0.17 2 1.6 0.48 0.05 0.33 2
16 0.18 0.02 0.13 2 2 0.44 0.17 0.30 2

� Glycerol MIN (MOPS medium with 0.2% glycerol) λ0 = 0.40h−1

Kanamycin Streptomycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) Error (/h) Repeats (µg/mL) (dbl/h) Error (/h) Repeats

0.04 0.55 0.01 0.38 2 0.05 0.58 0.01 0.40 2
0.05 0.55 0.06 0.38 2 0.125 0.55 0.02 0.38 2
0.06 0.36 0.01 0.25 2 0.15 0.48 0.04 0.33 2
0.07 0.21 0.03 0.14 2 0.2 0.28 0.01 0.19 2
0.08 0.12 0.04 0.08 2 0.25 0.13 0.00 0.09 2

0.3 0.09 0.00 0.06 2
Chloramphenicol Tetracycline

Doubling Growth Doubling Growth
Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) Error (/h) Repeats (µM) (dbl/h) Error (/h) Repeats

2 0.48 0.02 0.33 3 0.4 0.48 0.01 0.33 2
4 0.37 0.01 0.25 3 0.8 0.38 0.00 0.26 2
6 0.28 0.01 0.19 2 1.2 0.31 0.01 0.22 2
8 0.23 0.01 0.16 2 1.6 0.28 0.02 0.19 2
12 0.18 0.00 0.12 2 2 0.25 0.01 0.17 2
16 0.15 0.00 0.11 2



Table S3: Half-inhibition concentration IC 50 and fitted values of IC∗
50

and λ∗
0

Medium
Streptomycin Kanamycin

IC50 (µg/ml) IC∗

50 (µg/ml) λ∗

0 (h−1) IC50 (µg/ml) IC∗

50 (µg/ml) λ∗

0 (h−1)

Glu. RDM• 0.55 ± 0.01

0.36± 0.01 0.57± 0.4

0.407 ± 0.005

0.260± 0.001 0.475± 0.001Glu. cAA • 0.44 ± 0.015 0.377 ± 0.006

Glu. MIN • 0.354 ± 0.02 0.25 ± 0.01

Gly. RDM � 0.41 ± 0.005

0.189± 0.003 0.31± 0.01

0.246 ± 0.003

0.0500± 0.0001 0.169± 0.003Gly. cAA � 0.28 ± 0.015 0.094 ± 0.004

Gly. MIN � 0.196 ± 0.01 0.065 ± 0.004

Medium
Tetracycline Chloramphenicol

IC50 (µM) IC∗

50 (µM) λ∗

0 (h−1) IC50 (µM) IC∗

50 (µM) λ∗

0 (h−1)

Glu. RDM• 0.8 ± 0.05

0.359± 0.008 6.3±0.4

4.8 ± 0.3

4.5±0.05 1.28±0.02Glu. cAA • 1.0 ± 0.1 4.6 ± 0.2

Glu. MIN • 1.75 ± 0.3 5.6 ± 0.25

Gly. RDM � 0.5 ± 0.05

0.229± 0.002 5.24± 0.09

2.85 ± 0.2

2.49± 0.05 1.83± 0.06Gly. cAA � 0.6 ± 0.05 2.65 ± 0.4

Gly. MIN � 1.45 ± 0.1 5.7 ± 0.6

Table S3: Half-inhibition concentration inferred from inhibition curves. The half inhibition
concentration, IC50, was obtained from the growth inhibition curves (Table S2);its error was
estimated by-eye, taking into account the errors on the inhibition curves. The parametersIC∗

50

andλ∗

0 are obtained by fitting the nutrient-dependent growth inhibition curves to the prediction
of the model, obtained by solving the cubic equation, Eq. 9 inthe main text. Media abbrevia-
tions are as in Table S1.
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Table S4: Comparison of fitted parameters to literature values.

Antibiotic
This Study Literature

IC∗

50 λ∗

0 (h−1) IC∗

50 λ∗

0 (h−1)

Streptomycin
0.36µg/ml (Glucose) 0.57 (Glucose)

0 − 5.7µg/ml 0 − 0.22
0.19µg/ml (Glycerol) 0.31 (Glycerol)

Kanamycin
0.26µg/ml (Glucose) 0.47 (Glucose)

Unknown Unknown
0.05µg/ml (Glycerol) 0.17 (Glycerol)

Tetracycline
0.36µM (Glucose) 6.3 (Glucose)

0.04 − 0.4µM 3.1 − 24
0.23µM (Glycerol) 5.2 (Glycerol)

Chloramphenicol
4.5µM (Glucose) 1.3 (Glucose)

0.008 − 1.86µM 1.35 − 6.0
2.5µM (Glycerol) 1.8 (Glycerol)

Table S4: Comparison of fitted parameters to literature values. Values ofλ∗

0 andIC∗

50 obtained
from fitting our data for growth inhibition curves to the prediction of the model, obtained by
solving the cubic equation, Eq. 9 of the main text, are compared to values calculated using
estimates for molecular kinetic parameters from the literature (see Section 1.3.1 for details).
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Table S5: RNA/protein ratio for the translation mutant

Growth medium Growth rateλ0 (/h) Error RNA/Protein (µg/µg) Error

Glucose RDM• 1.36 0.02 0.68 0.01

Glycerol RDM� 1.08 0.01 0.56 0.01

Glucose cAA• 0.86 0.01 0.42 0.03

Glycerol cAA� 0.67 0.01 0.39 0.01

Glucose MIN• 0.47 0.01 0.35 0.01

Glycerol MIN � 0.38 0.01 0.29 0.01

Table S5: Error is the standard deviation between two experiments done on different days.
From a linear least-squares fit, the slope of the mutant data as plotted in Fig. 6 of the main text
is 0.387µg RNA/µg Protein· h. From a corresponding linear least-squares fit to the data in Scott
et al. (Scottet al., 2010), the slope of the wildtype data is0.250µg RNA/ µg Protein· h. The
translational capacityκt is directly proportional to the inverse slope. As a result, the ratio of the
translational capacity of the mutant to that of the wildtypeis κMUT

t = (0.250)/(0.387)κWT
t =

0.65κWT
t .
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Table S6: Antibiotic growth-inhibition data for the transl ation mutant

• Glucose RDMλ0 = 1.36h−1
�Glycerol RDMλ0 = 1.08h−1

Kanamycin Kanamycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) (/h) (µg/mL) (dbl/h) (/h)

0.5 1.96 1.35 0.8 0.97 0.67
1.0 0.92 0.63 0.9 0.74 0.51
1.2 0.88 0.61 1.0 0.54 0.37
1.4 0.79 0.55 1.1 0.33 0.23
1.6 0.75 0.52 1.2 0.16 0.11
1.8 0.66 0.46 1.3 0.10 0.07
2.0 0.18 0.13

• Glucose cAAλ0 = 0.86h−1
� Glycerol cAAλ0 = 0.67h−1

Kanamycin Kanamycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µg/mL) (dbl/h) (/h) (µg/mL) (dbl/h) (/h)

0.8 1.03 0.71 0.4 1.0 0.69
0.9 0.95 0.66 0.5 1.0 0.69
1.0 0.85 0.59 0.6 0.89 0.62
1.15 0.92 0.64 0.65 0.38 0.26
1.2 0.71 0.49 0.7 0.29 0.20

0.75 0 0
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• Glucose MIN λ0 = 0.47h−1

Tetracycline Kanamycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) (/h) (µg/mL) (dbl/h) (/h)
0.4 0.56 0.39 0.8 0.54 0.38
0.8 0.47 0.33 0.9 0.44 0.31
1.0 0.44 0.30 1.0 0.33 0.23
1.2 0.38 0.26 1.1 0.26 0.18
1.4 0.35 0.24 1.15 0.21 0.15
1.8 0.31 0.21 1.2 0.03 0.02

� Glycerol MIN λ0 = 0.38h−1

Tetracycline Kanamycin
Doubling Growth Doubling Growth

Conc. Rate Rate Conc. Rate Rate
(µM) (dbl/h) (/h) (µg/mL) (dbl/h) (/h)
0.4 0.42 0.29 0.16 0.54 0.38
0.8 0.31 0.22 0.2 0.42 0.29
1.0 0.29 0.20 0.24 0.29 0.20
1.2 0.26 0.18 0.28 0.20 0.14
1.4 0.24 0.16 0.32 0.0 0.0
1.8 0.20 0.14
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