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Figure S1 lllustration of incomplete hierarchical labels for
proteins labeled with Gene Ontology terms. A rectangle
represents a protein (pi, i € {1,2,3}); an ellipse denotes a
function label, and a undirected line between rectangles
captures a protein-protein interaction (the more reliable the
interaction is, the thicker the line is). All the functional labels
(including the missing function labels denoted by colored
ellipses labeled with question marks ‘?") in the ellipses should
be associated with the proteins, but only the functional labels
in the white ellipses are known. For better visualization, other
functional labels (i.e., ‘GO:0001906" and ‘GO:0009987’, which
are not ground-truth labels for these proteins), are not plotted
in the Figure.

In the main paper, we illustrated the scenario of in-
complete hierarchical labels of proteins under MIPS
FunCat labels. The corresponding scenario under GO
labels is shown in Fig. S1. The missing labels are leaf
function labels. If a non-leaf function label of a pro-

tein is missing, we can directly append this function 1

label to the protein from its descendant function labels.
Each hierarchy of non-leaf and leaf function labels is
defined with respect to a single protein. For example,
‘G0:0000003’ is a non-leaf label of pl; it has a descen-
dant function label ‘G0O:0019953’. If ‘GO:0000003’ is
missing for pl, but ‘G0O:0019953’ is not missing for p1,
we can directly append ‘GO:0000003’ to the label set
of pl. In contrast, ‘GO:0000003’ is a leaf function label
of p2, since none of its descendant functions is known
to be annotated with p2.

Function label relationship statistics and
similarity comparison

In the main paper, we reported the statistics of la-
bel relationships and four label correlations (defined
as Cosine similarity, Jaccard coefficient, Lin’s simi-
larity, and our proposed ComSim) on the proteins
of S. Cerevisiae labeled with FunCat labels. Fig. S2
gives the distributions of the relationships parent-
child, grandparent-grandson, and uncle-nephew for the
proteins in S. Cerevisiae (labeled with GO Biological
Process terms).

GO organizes the function labels in a directed acyclic
graph; unlike FunCat, there is no strict family tree re-
lationships in GO. For example, ‘G0O:0008150’ is a par-
ent function label of ‘G0:0000003’ and ‘G0:0022414’,
and ‘GO:0000003’ is also a parent function label of
‘G0:0022414°. For the statistics of the likelihoods of
uncle-nephew, for a function label s, its parent func-
tion label set is par(s), and its grandparent function
label set is gpar(s). We consider the children function
label set (excluding par(s)) of gpar(s) as the uncle
label set uncle(s) of s. We study the parent-child re-
lationship by counting the cases in which a protein is
labeled with both a function label in par(s) and with
s. We proceed similarly to compute the cases in which
a protein is labeled with both a label in gpar(s) (or
uncle(s)) and with s. In addition, we also computes
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Figure S2 Label relationship statistics and four label
similarities on proteins of S. Cerevisiae annotated with Gene
Ontology Biological Process labels.

difference between p(s|par(s)) and p(s|gpar(s)) in the
fourth boxplot of Fig. 2(a). A function label in GO may
have several parent (or grandparent) function labels.
To reveal the distribution of p(s|par(s)) —p(s|gpar(s))
for each s, we average the likelihood of p(s|par(s))
with respect to all its parent function labels. Simi-
larly, we average the likelihood of p(s|gpar(s)) with
respect to all its grandparent function labels. There-
fore, a small portion of p(s|par(s)) — p(s|gpar(s)) may
be negative in the fourth boxplot of Fig. 2(a). For
example, ‘GO:0006270" has two direct parent labels
‘G0:0006261" and ‘GO:0006259’, and ‘GO:0006261’
has a parent label ‘GO:0006260’. On the other hand,
‘G0:0006260’ is the child of ‘G0O:0006259’. Our statis-
tics show ‘GO: 0006270’ is associated with 32 proteins,
its parent ‘G0O:0006261’ and ‘GO:0006259" are associ-
ated with 99 and 429 proteins, and its grandparent
‘G0:0006260’ is associated with 120 proteins. In this
case, p(s|par(s)) — p(s|gpar(s)) is smaller than 0. We
observe that, if s has one parent label and one grand-
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parent label, p(s|par(s)) > p(s|gpar(s)) still holds.
The distributions obtained on the S. Cerevisiae pro-
teins labeled with GO labels are similar to the distri-
butions (FunCat labels) in the main paper.

Datasets

CollingsPPI and KroganPPI are obtained from the
study [1] and the study [2], respectively. The inter-
actions between proteins in these two networks are re-
liable and weighted with real values. ScPPI is a un-
weighted network (the weights of all physical interac-
tions are set to 1) of S.cerevisiae extracted from Bi-
oGrid!!] (version 3.2.109, downloaded and processed
date: 2014-02-15); it’s the largest connected compo-
nent of S.cerevisiae. As suggested and done in [3-5],
the functional label which has too few member pro-
teins is not likely to be testable in the wet lab, and thus
of no interest to biologists. For proteins labeled with
FunCat, we retained the function label which has at
least 10 member proteins; for proteins annotated with
GO, we kept the function labels that have at least 30
member proteins. We also removed the function label
corresponding to ‘GO:0008150" (root node of Biologi-
cal Process), and ‘99’ (‘(UNCLASSIFIED PROTEINS’
in MIPS FunCat).

Comparing methods and evaluation
metrics

We set the parameters of the comparing methods (i.e.,
ProDM, ProWL and MLR-GL) as the authors re-
ported in their papers, or as provided in their code.
As to LkNN, for a fair comparison, we use the same
threshold (0.05) used for LinSim and ComSim. Any
correlation between function labels below 0.05 is set
to 0. In practice, we observe that almost all nonzero
entries, when using LinSim or ComSim, are larger
than 0.05; therefore, this preprocessing does not de-
teriorate the performance. TPRw depends on the pre-
dicted likelihoods given by the binary classifier trained
for each label; to keep consistency across the other
comparing methods, we use the predictions given by
a neighborhood counting algorithm ([6]) as the ini-
tial likelihoods. We set both the threshold and the
weight factor values of TPRw to 0.5, as suggested by
the authors. In practice, CIA also used the neighbor-
hood counting algorithm to get the initial predictions
and to kick off the iteration. For PILL, we optimized
A€ {107%,1073,...,10*} via 5-fold cross validation
on the training set, and set A = 1, since we observed
PILL had relative stable performance when \’s values
are close to 1.

Mhttp://thebiogrid.org/download.php
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Here, we introduce the formal definition of four
representative evaluation metrics (MacroF1, MicroF1,
AvgRoc, and RankingLoss) in multi-label learning [7,
8]. Some of these metrics are also used to evaluate the
performance of protein function prediction [9-11].

MacroF'1 is the average F'1 scores of different labels:

K
2pgTi
MacroF1 =
K Z Pk + Tk

where K is the number of labels, pi and r; are the
precision and recall of the k-th label, defined as:

TP,
TP, + FPy

TP,

Pk = TP, + FN,

Tk =
TPy, P, and F N are the true positive, false posi-
tive, and false negative with respect to the k-th func-
tion label. From the definition, it can be observed
MacroF'1 first calculates the F1 measures for each la-
bel, and then averages over all the labels. MacroF1 is
more affected by the performance on the labels con-
taining fewer member proteins.

MicroF1 calculates the F'1 measure on the predic-
tions of different labels as a whole:

Zle 2pgTy

MicroF'1 = X
Zk:1 P+ 7k

MicroF'1 is more affected by the performance on labels
containing more member proteins.

Average ROC' (AvgROC) score is a function centric
evaluation metric, it averages the receiver operation
curve (ROC) score of each function. The ROC score
is calculated as the area under the ROC curve, which
plots the true positive rate (sensitivity) as a function
of the false positive rate (1-specificity) under different
classification thresholds. It measures the overall qual-
ity of the ranking induced by the classifier, instead of
the quality of a single value of the threshold in that
ranking.

Ranking loss evaluates the average fraction of label
pairs that are not correctly ranked:

RankLoss = ZZH i |yl (k1, ko) €
y’i X yl|F(Zak1) < F(kaQ)H

where )); is the function set of protein i, and ) is the
complement set of V;, F(i,k1) is the predicted likeli-
hood for the i-th protein having the ki-th function.

Page 3 of 7

The smaller the value of RankLoss, the better the per-
formance is.

Fmax is a protein centric evaluation metric used
in the community-based critical assessment of pro-
tein function annotation (CAFA) [12], Fmax is an F-
measure computed as:

Fmazr = max M
top(t)+r(t)

where p(t) = m(t) Z o pl( ) is the the precision at
threshold ¢ € [0,1], p;(¢) is the precision on the i-th
protein, m(t) is the number of proteins on which at
least one prediction was made above the threshold ¢,
r(t) = L 3% 7i(t) is the recall across u proteins at
threshold ¢.

To keep consistency with other evaluation metrics,
we report I-RankLoss instead of RankLoss. Thus, the
higher the value of these evaluation metrics, the better
the performance is. MacroF1 and MicroF1 require the
predicted likelihood score vector f; to be a binary indi-
cator vector. We consider the functions corresponding
to the r largest values of f; as the functions of the i-th
protein. For the experiment on replenishing the miss-
ing labels, r is determined by the number of ground-
truth functions of a protein. For the experiments on
predicting the functions of unlabeled proteins, r is set
to the average number of functions (round to the next
integer) of all proteins. From Table 1 in the main pa-
per, for CollingsPPI, r is set to 14 (GO labels) and to
9 (FunCat labels); for KroganPPI r is set to 13 (GO
labels) and 8 (FunCat labels); and for ScPPI r is set
to 11 (GO labels) and 7 (FunCat labels).

Replenishing missing labels

In the main paper, we reported only the results on re-
plenishing missing labels on CollingsPPI labeled with
GO labels. Here, in Tables S1-S5, we give the re-
sults (m = 1,3,5) on replenishing missing labels on
CollingsPPI, KroganPPI and ScPPI labeled with GO
and FunCat labels, respectively.

Predicting functions for unlabeled proteins
We provide the results of predicting functions for
completely unlabeled proteins using partially labeled
proteins in the training set of CollingsPPI (GO
labels), KroganPPI (FunCat and GO labels), and
ScPPI(FunCat and GO labels) in Tables S6-S10.

The benefit of using hierarchical and flat

relationships between labels
In the main paper, we reported the results (AvgROC
and I1-RankLoss) of PILL, PILL-Hsim, PILL-Lin, and
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Table S1 Results of replenishing missing labels on CollinsPPI wrt. GO labels. m is the number of missing labels for a protein and N, in
the bracket is the total number of missing labels for all the proteins. The numbers in boldface denote the best performance.

Metric m(Ny,) PILL ProDM ProWL LkNN TPRw Naive
1(1440) | 96.30+£0.09 | 90.25+0.09 | 91.214+0.08 | 56.924+0.07 | 57.88+0.04 | 48.86+0.20

MicroF1 3(3568) 88.63+0.16 | 82.32+0.13 | 84.854+0.09 | 55.424+0.08 | 55.23+0.06 | 47.30+0.21
5(4696) 82.04+0.07 | 76.054+0.06 | 77.53+0.10 | 54.474+0.06 | 52.314+0.09 | 44.4740.00
1(1440) 92.63+0.27 | 85.75+0.14 | 86.284+0.16 | 46.06+0.20 | 50.92+0.14 9.37£0.04
MacroF1 3(3568) 78.66+£0.47 | 73.35£0.16 | 73.12+0.31 | 42.67£0.17 | 44.17+£0.37 9.22+0.04
5(4696) 66.75+0.24 | 61.93+0.17 | 60.13+0.35 | 39.684+0.39 | 38.2940.15 8.9240.00
1(1440) 98.96+0.02 | 96.864+0.06 | 97.33+0.05 | 74.41+0.10 | 75.3040.07 | 49.6540.00
AvgROC 3(3568) 96.70+0.21 | 93.924+0.26 | 94.464+0.13 | 72.714+0.16 | 71.864+0.14 | 49.6540.00
5(4696) 93.854+0.30 | 90.56+0.43 | 92.16+0.32 | 71.40+0.25 | 68.76+0.09 | 49.6540.00
1(1440) 99.05+0.03 | 95.631+0.03 | 96.714+0.04 | 64.461+0.05 | 61.83+0.04 | 80.214+0.02
1-RankLoss 3(3568) 96.70+0.12 | 91.83+0.11 | 94.254+0.05 | 62.34+0.16 | 57.704£0.09 | 79.2040.02
5(4696) 94.00+0.26 | 88.484+0.05 | 91.294+0.12 | 60.78+0.27 | 53.23+0.18 | 77.34+0.07
1(1440) 93.994+0.06 | 86.39+0.05 | 78.46+0.17 | 53.41+0.04 | 64.15+0.07 | 45.93+0.15
Fmax 3(3568) 88.61+0.04 | 80.92+0.07 | 75.16+0.12 | 53.114+0.09 | 61.32+0.11 | 44.36+0.62
)

85.894+0.04 | 78.164+0.14 | 72.504+0.09 | 52.624+0.06 | 58.544+0.09 | 43.134+0.00

Table S2 Results of replenishing missing labels on KroganPPI wrt. GO labels. m is the number of missing labels for a protein and N,
in bracket is the total number of missing labels for all the proteins. The numbers in boldface denote the best performance.

Metric m(Ny,) PILL ProDM ProWL LkNN TPRw Naive
) 95.261+0.05 | 94.11+0.04 | 90.09+0.09 | 37.23+0.05 | 36.48+0.06 | 45.131+0.04
) 87.911+0.10 | 85.384+0.05 | 84.01+0.11 | 36.50+0.05 | 35.21+£0.08 | 42.83+0.06
) 82.3940.04 | 78.9840.02 | 76.88+0.11 | 35.94+0.07 | 33.90£0.08 | 40.83+0.00
) 91.90+0.06 | 91.064+0.10 | 85.73+0.26 | 25.43+0.17 | 29.17+0.06 6.4510.01
) 78.74+0.10 | 75.76+0.17 | 73.4940.33 | 24.014+0.13 | 25.4940.12 6.21£0.02
) 67.304+0.19 | 61.894+0.21 | 59.16+0.35 | 22.84+0.11 | 22.32+0.16 5.9340.00
) 98.941+0.03 | 98.214+0.02 | 97.36+0.04 | 64.25+0.03 | 64.10£0.05 | 49.5740.00
AvgROC 3(5362) 97.414+0.08 | 96.374+0.04 | 95.53+0.04 | 63.41+0.02 | 62.05+0.07 | 49.5740.00
)
)
)
)
)
)
)

MicroF1 3(5362

MacroF1 3(5362

95.174+0.21 | 94.2440.33 | 93.2240.28 | 62.69+0.09 | 60.28+0.07 | 49.5740.00
98.934+0.02 | 98.324+0.02 | 95.9840.04 | 42.81+0.03 | 39.14+0.03 | 79.9440.03
97.57+0.09 | 95.69+0.06 | 94.48+0.07 | 41.88+0.03 | 36.74+0.04 | 78.8440.04
95.744+0.18 | 92.504+0.16 | 91.914+0.24 | 41.154+0.09 | 34.60+0.12 | 77.5040.06
93.634+0.02 | 92.624+0.02 | 76.26+0.10 | 36.31+£0.05 | 41.29+0.04 | 41.7340.00
88.45+0.02 | 87.4440.01 | 72.554+0.13 | 36.094+0.05 | 40.03+0.04 | 39.41+0.07
85.914+0.02 | 85.004+0.05 | 70.414+0.19 | 35.8440.11 | 38.684+0.08 | 39.3640.00

1-RankLoss | 3(5362

Fmax 3(5362

Table S3 Results of replenishing missing labels on KroganPPI wrt. FunCat labels. m is the number of missing labels for a protein and
Ny, in bracket is the total number of missing labels for all the proteins. The numbers in boldface denote the best performance.

Metric m(Nyy,) PILL ProDM ProWL LkNN TPRw Naive
1(2340) 91.154+0.05 90.2740.06 88.49+0.12 26.2940.08 | 29.514+0.03 | 29.4840.04
MicroF1 3(6612) 76.21+0.12 74.01£0.11 75.64+0.23 25.4040.15 | 26.86+0.10 | 29.81+0.07

5(10009) | 64.47+0.18 62.36+0.15 63.78+0.15 24.00£0.22 | 23.87£0.15 | 29.63£0.15
1(2340) 86.00+0.20 86.33+0.17 83.16+0.33 16.92+£0.19 | 21.45£0.25 3.7440.01
MacroF1 3(6612) 63.95+0.37 | 64.12+0.38 | 63.43+0.63 | 14.16+0.38 | 17.51+0.16 3.81£0.04
5(10009) | 46.294+0.74 | 46.651+0.87 | 47.26+0.50 | 11.61+0.31 13.54+0.32 3.94+0.06
1(2340) 98.35+0.09 98.77+0.02 97.89+0.04 58.18+£0.04 | 60.18+£0.09 | 50.04=£0.00
AvgROC 3(6612) 94.31£0.21 94.63+0.11 91.57+0.18 57.83+0.13 | 57.6040.10 | 50.0440.00
5(10009) | 88.80+0.49 87.784+0.28 82.77+0.30 56.934+0.12 | 55.454+0.11 | 50.044-0.00
1(2340) 99.054+0.04 98.4940.03 97.52+0.06 48.174+0.05 | 33.0940.04 | 80.1140.04
1-RankLoss 3(6612) 96.174+0.09 94.46+0.10 92.3940.11 46.314+0.12 | 28.114+0.19 | 78.6640.10
5(10009) | 92.48+0.26 90.05+0.23 87.124+0.17 42.544+0.19 | 22.90+0.17 | 77.04£0.23
1(2340) 90.10+0.04 90.02+0.02 76.7140.18 27.10+0.05 | 34.21+0.07 | 25.89+0.01
Fmax 3(6612) 73.60£0.05 73.1540.05 61.61+0.21 26.58+0.19 | 31.29£0.21 | 25.81£0.03
5(10009) | 60.44+0.15 60.28+0.16 53.96+0.32 25.76+£0.22 | 28.28+0.17 | 25.21£0.09

Table S4 Results of replenishing missing labels on ScPPI wrt. GO labels. m is the number of missing labels for a protein and N, in
bracket is the total number of missing labels for all the proteins. The numbers in boldface denote the best performance.

Metric m(Nyy,) PILL ProDM ProWL LkNN TPRw Naive
1(4231) 95.08+0.05 93.2340.02 89.48+0.11 35.32+£0.06 | 37.42+0.01 | 41.25+0.02
MicroF1 3(9433) 88.07+0.08 84.5240.05 83.7440.18 34.9240.04 | 36.36+0.04 | 39.33+0.06

5(11744) | 83.61+0.15 80.4740.02 79.03+£0.03 34.96+0.09 | 35.46+0.03 | 38.42:0.00
1(4231) 90.16+0.12 88.49+0.10 84.314+0.12 23.424+0.12 | 28.76+0.11 3.70+0.01
MacroF1 3(9433) 75.46+£0.13 71.46+0.13 70.25+0.37 21.64+0.09 | 24.09+£0.11 3.563£0.01
5(11744) | 64.6940.46 60.3940.06 57.15+0.22 20.48+0.07 | 21.24+0.16 3.46+0.00
1(4231) 99.07+0.03 98.69+0.03 98.51£0.03 70.41+0.05 | 70.41+0.06 | 43.3540.00
AvgROC 3(9433) 97.234+0.11 | 97.17+0.21 97.05+0.09 69.154+0.07 | 66.724+0.10 | 43.3540.00
5(11744) | 94.71+0.20 94.3340.42 94.454+0.25 | 68.044+0.14 | 63.3940.19 | 43.354-0.00
1(4231) 99.1240.14 98.8540.02 98.14+0.34 43.5440.02 | 40.6540.03 | 81.3440.01
1-RankLoss 3(9433) 97.644+0.12 96.6340.30 96.58+0.38 42.784+0.03 | 38.5040.06 | 80.1840.06
5(11744) | 96.06+0.16 93.234+0.32 93.2940.13 42.094+0.06 | 36.75+0.05 | 79.06=0.04
1(4231) 94.07+0.01 93.9540.05 77.43£0.05 31.8040.03 | 39.9040.02 | 38.8740.00
Fmax 3(9433) 89.594+0.02 89.4740.07 74.314+0.12 31.144+0.03 | 38.82+0.03 | 37.61+£0.00
5(11744) 87.95+0.01 88.00+0.01 72.18+£0.12 31.034+0.05 | 37.824+0.03 | 37.6140.00
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Table S5 Results of replenishing missing labels on ScPPI wrt. FunCat labels. m is the number of missing labels for a protein and N, in
bracket is the total number of missing labels for all the proteins. The numbers in boldface denote the best performance.

Metric m(Npy,) PILL ProDM ProWL LkNN TPRw Naive
1(4446) 90.60+0.02 89.5940.04 89.40+0.10 28.814+0.06 | 33.5940.04 | 26.8840.04
MicroF1 3(12349) 75.11£0.10 73.3240.06 76.86+0.19 | 27.49+0.13 | 30.87£0.09 | 27.17£0.02
5(18566) 63.8240.13 61.814+0.15 65.044+0.23 | 26.02+0.18 | 27.84+0.15 | 26.62+0.08
1(4446) 85.1240.22 85.49+0.17 84.141+0.24 14.74£0.08 | 22.64+0.18 2.5540.01
MacroF1 3(12349) 60.90+0.20 62.3940.43 63.354+0.33 | 11.744+0.09 | 18.61+0.25 2.6540.01
5(18566) 43.161+0.48 44.1240.41 45.56+0.35 9.70£0.16 14.59+0.45 2.61+£0.02
1(4446) 98.58+0.02 98.71+0.09 98.30+0.04 62.414+0.10 | 66.441+0.07 | 48.3440.00
AvgROC 3(12349) | 94.95+0.18 | 94.94+0.18 92.91£0.17 62.094+0.15 | 62.814+0.10 | 48.3440.00
5(18566) | 89.69+0.44 88.7640.24 85.07+0.28 61.324+0.16 | 59.184+0.30 | 48.3440.00
1(4446) 99.274+0.01 99.0140.02 98.80+0.02 48.984+0.04 | 36.9040.03 | 82.5540.02
1-RankLoss | 3(12349) | 96.83+0.10 96.0740.05 95.31£0.09 46.964+0.07 | 31.934+0.16 | 81.3440.10
5(18566) | 93.86+0.12 92.69+0.12 90.9640.32 43.67+0.10 | 26.58+0.24 | 80.05+0.19
1(4446) 90.124+0.03 89.9040.01 78.99+0.29 27.444+0.06 | 34.4640.05 | 23.3440.00
Fmax 3(12349) 73.26+0.06 72.95+0.02 63.731+0.32 26.814+0.10 | 31.834+0.23 | 23.17+0.08
5(18566) 60.67+0.26 61.34+0.06 60.54+0.20 25.03£0.17 | 29.06+£0.27 | 22.75+0.04

Table S6 Prediction results on complete unlabeled proteins of CollinsPPIl wrt. GO labels. The numbers in boldface denote the best
performance.

Metric PILL ProDM ProWL LkNN TPRw MLR-GL CIA Naive
MicroF1 58.35+0.73 45.924+1.06 48.55+1.43 44.46+1.21 43.30+1.32 40.35+1.43 44.67+0.81 41.78+1.08
MacroF1 37.05+1.17 24.34+1.24 31.53+1.54 34.04+1.16 32.31+1.00 28.43+1.16 31.25+0.57 4.58+0.09
AvgROC 82.08+0.95 61.11+0.94 58.03+1.28 66.47+2.12 68.51+1.82 67.22+1.77 63.31+0.51 49.95+1.24
1-RankLoss 84.19+0.90 77.1940.82 65.72+2.35 61.52+1.70 51.48+2.84 48.07+£1.87 68.87+1.27 79.06+0.73
Fmax 66.18+0.83 25.59+6.96 19.74+1.53 50.24+1.11 57.54+1.57 50.92+1.61 36.47+0.74 44.1740.72
Table S7 Prediction results on complete unlabeled proteins of KroganPPI wrt. GO labels.
Metric PILL ProDM ProWL LkNN TPRw MLR-GL CIA Naive
MicroF1 42.611+0.66 40.6340.55 30.74+0.77 28.82+0.82 26.74+0.85 24.53+0.78 27.03+0.95 37.13£0.58
MacroF1 21.05+0.40 17.9240.97 16.361+0.32 17.38+1.27 17.731+0.60 15.844+1.20 15.144+1.27 2.75+0.04
AvgROC 69.644+0.83 55.41+0.94 53.61+1.36 61.52+1.13 60.29+1.31 57.89+0.98 57.71+0.77 49.17+0.66
1-RankLoss 75.86+1.06 79.08+0.58 48.63+1.25 45.66+1.27 31.76+1.65 37.33+1.39 50.07+2.18 78.94+0.40
Fmax 45.71+1.18 21.04+8.02 15.73+1.33 34.73+1.29 36.31+1.38 35.70+0.48 26.83+1.08 39.90+0.71
Table S8 Prediction results on complete unlabeled proteins of KroganPPI wrt. FunCat labels.
Metric PILL ProDM ProWL LkNN TPRw MLR-GL CIA Naive
MicroF1 29.74+0.69 27.87£1.20 22.10+0.84 19.404+1.03 20.46+0.30 17.8540.87 18.744+1.07 23.77£0.40
MacroF1 13.59+0.74 11.84+1.15 12.4440.68 8.75+0.78 11.0740.47 10.70+1.17 10.264+1.07 1.3640.02
AvgROC 61.45+2.05 55.28+1.16 51.50+1.28 56.85+1.05 56.31+0.93 55.14+1.19 53.18+1.31 49.65+1.13
1-RankLoss 69.90+0.95 79.66+0.80 48.81+1.23 30.85+1.68 23.9240.44 26.314+0.87 46.10+£2.01 78.53+0.20
Fmax 35.70+0.89 22.15+2.68 13.334+0.68 25.04+1.25 29.38+1.25 29.15+0.83 22.50+0.87 25.54+0.34
Table S9 Experimental results of predicting functions for unlabeled proteins on ScPPI wrt. GO labels.
Metric PILL ProDM ProWL LkNN TPRw MLR-GL CIA Naive
MicroF1 39.544+0.52 27.93+5.89 26.79+0.46 26.45+0.55 26.11+0.75 8.14+0.76 24.92+0.76 35.34+0.20
MacroF1 14.90+0.45 11.4540.76 11.734+0.60 12.561+0.63 14.43+0.74 6.5440.72 12.534+0.83 1.5240.01
AvgROC 75.16+0.80 | 62.64+0.77 | 61.40+0.75 67.29+0.58 64.21+0.90 53.79+0.66 63.30+£0.60 43.41£0.56
1-RankLoss 77.85+0.85 61.51+9.19 46.87+0.90 44.58+0.67 34.14+1.03 38.35+1.21 49.49+0.99 80.16+0.37
Fmax 43.06+0.68 25.64+0.62 23.41+7.94 30.89+1.55 36.53+0.77 11.214+2.85 24.13+0.60 37.71£0.09
Table S10 Prediction results on complete unlabeled proteins of ScPPI wrt. FunCat labels.
Metric PILL ProDM ProWL LkNN TPRw MLR-GL CIA Naive
MicroF1 30.254+0.52 21.71+1.43 23.78+0.46 19.8440.29 22.50+0.64 11.014+0.50 19.1240.75 21.64+0.12
MacroF1 11.28+0.53 10.43+0.67 11.26+0.56 5.95+0.30 9.82+0.66 7.73+0.61 8.83+0.62 0.85+0.01
AvgROC 66.95+0.66 57.87+£0.74 56.44+0.78 61.04+0.86 60.29+0.61 55.71+0.73 57.03+£1.13 47.74+0.31
1-RankLoss 72.30+1.01 61.27+7.00 50.81+0.68 34.59+0.52 27.98+0.89 38.12+0.95 47.71+£0.75 81.39+0.15
Fmax 34.954+0.46 18.4749.41 17.874+9.55 26.00+0.88 29.50+0.58 8.58+2.50 21.35+0.53 23.00+£0.17




PILL-Jcd on CollingsPPI annotated with FunCat la-
bels. Figs. S3-S5 report the results on CollingsPPI,
KroganPPI and and ScPPI with respect to AvgROC

and I-RankLoss. Overall,

these results have a trend

similar to the results given in the main text.
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Figure S3 The benefit of using function correlation defined by
ComSim, HSim, LinSim and Jaccard coefficients on the
proteins in CollingsPPI annotated with GO labels. PILL uses
ComSim, PILL-HSim utilizes Hsim, PILL-Lin uses LinSim and
PILL-Jcd is based on Jaccard coefficients.
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The benefit of using function label
correlation and the guilt by association

rule

Figs. S6-S8 give the results on CollingsPPI, Kro-

ganPPI, and ScPPI with

respect to different met-

rics (AvgROC and I-RankLoss). Overall, these results
have similar conclusions with the reported results in

the main text.
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Figure S6 The benefit of using function correlation and Guilt
by Association rule on the proteins in CollingsPPI annotated
with GO labels. PILL-FC only uses the function correlation
between function labels, PILL-GbA only uses the guilty by
association rule, and PILL uses both the function correlation
and the guilt by association rule.

We can observe that function correlation alone can
replenish the missing labels better than the guilty by
association rule alone. It should be noted that with-
out utilizing the guilt by association rule, PILL cannot
transfer the labels (including the replenished ones) of

Page 6 of 7

the partially labeled proteins to completely unlabeled
proteins. Given this, though PILL-FC sometimes per-
forms slightly better than PILL, it’s still reasonable to
integrate function correlations and the guilt by associ-
ation rule for protein function prediction.
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Figure S4 The benefit of using function correlation defined by ComSim, HSim, LinSim and Jaccard coefficients on the proteins in
KroganPPI annotated with GO and FunCat labels. PILL uses ComSim, PILL-HSim utilizes Hsim, PILL-Lin uses LinSim and
PILL-Jcd is based on Jaccard coefficients.
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Figure S5 The benefit of using function correlation defined by ComSim, HSim, LinSim and Jaccard coefficients on the proteins in
ScPPI annotated with GO and FunCat labels. PILL uses ComSim, PILL-HSim utilizes Hsim, PILL-Lin uses LinSim and PILL-Jcd is

based on Jaccard coefficients.
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Figure S7 The benefit of using function correlation and Guilt by Association rule on the proteins in KroganPPI annotated with GO
and FunCat labels. PILL-FC only uses the function correlation between function labels, PILL-GbA only uses the guilty by association
rule, and PILL uses both the function correlation and the guilt by association rule.
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Figure S8 The benefit of using function correlation and Guilt by Association rule on the proteins in ScPPI annotated with GO and
FunCat labels. PILL-FC only uses the function correlation between function labels, PILL-GbA only uses the guilty by association rule,
and PILL uses both the function correlation and the guilt by association rule.




