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SUMMARY

Homeostatic regulation has been shown to restore
cortical activity in vivo following sensory deprivation,
but it is unclear whether this recovery is uniform
across all cells or specific to a subset of the network.
To address this issue, we used chronic calcium im-
aging in behaving adult mice to examine the activity
of individual excitatory and inhibitory neurons in the
same region of the layer 2/3 monocular visual cortex
following enucleation. We found that only a fraction
of excitatory neurons homeostatically recover activ-
ity after deprivation and inhibitory neurons show no
recovery. Prior to deprivation, excitatory cells that
did recover were more likely to have significantly
correlated activity with other recovering excitatory
neurons, thus forming a subnetwork of recovering
neurons. These network level changes are accompa-
nied by a reduction in synaptic inhibition onto all
excitatory neurons, suggesting that both synaptic
mechanisms and subnetwork activity are important
for homeostatic recovery of activity after deprivation.

INTRODUCTION

Homeostatic plasticity is thought to be essential for maintaining

the firing rate of neurons and preventing aberrantly low or high

network activity (Turrigiano and Nelson, 2004). Homeostatic

restoration of cortical activity following sensory deprivation has

been demonstrated in vivo in the visual cortex in excitatory cells

in both the developing (Hengen et al., 2013) and adult (Keck

et al., 2013) rodent. Multiple homeostatic mechanisms that

may underlie activity restoration following sensory deprivation

have been described, including synaptic scaling, alterations to

the balance between excitation and inhibition (E/I balance),

and changes to neuronal excitability (Turrigiano, 2011). Ex vivo

experiments performed during development have shown that

different sensory deprivation paradigms invoke different homeo-

static mechanisms in neuronal circuits of cortical layer 2/3 (L2/3)

(Maffei and Turrigiano, 2008). Furthermore, these mechanisms

are expressed in a layer specific manner at different stages of
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development (Desai et al., 2002; Goel and Lee, 2007; Lambo

and Turrigiano, 2013).

In the adult cortex, excitatory plasticity is often preceded by a

reduction in synaptic inhibition onto excitatory cells (Chen et al.,

2011; Keck et al., 2011; Kuhlman et al., 2013; van Versendaal

et al., 2012), which modifies the normal E/I balance (Xue et al.,

2014). The relative time course of these changes, as well as the

fact that they occur following a number of different deprivation

paradigms, including monocular deprivation, focal retinal lesions,

and binocular retinal lesions, suggests that reduced synaptic inhi-

bition may generally be permissive for excitatory reorganization

(Chen et al., 2011). Consistent with this idea, the artificial reduc-

tion of inhibition in vivo increases cortical plasticity (Chen et al.,

2011; Fu et al., 2015; Hensch et al., 1998). Reduced activity in

the inhibitory cells themselves also plays a role in plasticity in

the developing cortex (Kuhlman et al., 2013), and this reduced

inhibitory cell activity recovers following sensory deprivation via

monocular deprivation (Hengen et al., 2013). It remains unclear

whether recovery of inhibitory cell activity occurs in adult animals,

which, given that inhibitory cells are extensively connected to

local excitatory cells (Fino and Yuste, 2011; Hofer et al., 2011),

will have important implications for local network activity.

Evidence suggests that cortical networks organize into smaller

subnetworks of connected neurons within the wider network of

excitatory and inhibitory cells (Harris and Mrsic-Flogel, 2013).

These subnetworks express a variety of different connectivity

patterns ranging from very local connectivity (Kozloski et al.,

2001; Miller et al., 2014; Song et al., 2005) to intra-laminar con-

nectivity (Kätzel et al., 2011; Yoshimura et al., 2005). Excitatory

neurons form subnetworks of connected neurons that share a

common organizing principle, such as preferences for sensory

stimuli (Ko et al., 2011), intra-laminar inputs (Yoshimura et al.,

2005), projection targets (Brown and Hestrin, 2009), or progeni-

tors (Yu et al., 2009). Recent evidence suggests that inhibitory

neurons form connections in a more widespread and less spe-

cific manner than excitatory cells (Fino and Yuste, 2011; Hofer

et al., 2011). Thus, the role of inhibitory neurons in subnetworks

likely differs from that of excitatory cells (Fino and Yuste, 2011;

Hofer et al., 2011; Yoshimura and Callaway, 2005). Furthermore,

the role of subnetworks during cortical plasticity following sen-

sory deprivation is unclear.

To investigate the role of subnetworks of cells in homeostatic

plasticity, we first measured the responses of individual excit-

atory and inhibitory neurons in the same cortical region of the
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Figure 1. Classification of GABA-Positive and GABA-Negative

Neurons

(A) The top shows experimental time course, and the bottom shows a sche-

matic of the experimental setup.

(B) Example GCaMP5 expressing neurons in vivo (upper left), same neurons

after sectioning and reconstruction, with immunolabeled GFP (upper right) or

GABA (bottom left) and merge of GABA and GFP images (bottom right).

(C and D) Example calcium transients from a GABA-positive (putative inhibi-

tory, red) and a GABA-negative neuron (putative excitatory, blue).

(E) Mean normalized calcium transient decay time (p < 0.001 and t test).

(F) Mean normalized calcium transient total area (p < 0.001 and t test).

(E and F) Calcium transients are normalized to themean of all cells in the animal

(***p < 0.001). The error bars represent SEM.

See also Figure S1.
monocular visual cortex in adult mice following monocular

enucleation. We found that individual excitatory neurons in

L2/3 could be divided into two groups: (1) those that become

completely inactive after deprivation and (2) those that homeo-

statically recover activity, i.e., those in which a period of reduced

activity is followed by a gradual recovery of activity over a period

of 48–72 hr. In contrast, inhibitory neurons either become com-

pletely inactive or exhibit decreased activity, but do not show

recovery of activity. When we examined known homeostatic
mechanisms, we found that following deprivation, synaptic inhi-

bition was reduced onto both putative recovering and inactive

L2/3 excitatory neurons.

Finally, when we investigated the role of subnetworks in ho-

meostatic recovery, we found that, prior to deprivation, recov-

ering neurons were more likely to have had correlated activity

with other recovering excitatory neurons and inhibitory neurons

that remain active. Similarly, prior to enucleation, cells that would

become inactive after deprivation were more often correlated

with other cells that would become inactive, suggesting that

there are subnetworks of neurons that will either recover or

become inactive. These results indicate that in L2/3 of the adult

visual cortex, homeostatic recovery of activity involves both

network activity and a reduction in synaptic inhibition.

RESULTS

Classification of Excitatory and Inhibitory Neurons in
Behaving Animals
We used the genetically encoded calcium indicator GCaMP5

(Akerboom et al., 2012) to chronically measure the calcium

signals of individual neurons in L2/3 of the adult monocular visual

cortex in behaving mice on a spherical treadmill (Figure 1A; Keck

et al., 2013). Neurons in the same region of the visual cortex were

repeatedly imaged both in the 24 hr before and the 72 hr after

monocular enucleation (Figure 1A), with the intent to examine ho-

meostatic changes in individual cells. Because we hypothesized

that excitatory and inhibitory cells may respond differently to

sensory deprivation, we first set out to identify which of the neu-

rons we imaged were excitatory and which were GABAergic, so

that we could determine their relative roles in homeostatic plas-

ticity. Thus, upon completion of the imaging time course, each

brain was sectioned parallel to the imaging plane and immunola-

belled using antibodies for both GFP, to enhance the GCaMP5

signal, and the inhibitory neurotransmitter GABA, to identify

inhibitory neurons (Figure 1B). The cortical regions imaged in vivo

were reconstructed in histological sections and the previously

imaged cells were identified as putative excitatory neurons or

putative inhibitory neurons based on the immunohistochemistry

(Figure 1B; see Kerlin et al., 2010; see Supplemental Informa-

tion). This allowed us to examine the calcium traces of identified

cell types (Figure 1C).

We measured the kinetics of calcium transients prior to depri-

vation and found cell type differences (Figures 1C and 1D). The ki-

netics of isolated calcium transients from inhibitory neurons were

faster than those from excitatory neurons. They had shorter

normalized decay times (Figure 1E) and a smaller total area (Fig-

ure 1F). Given these differences, we developed a classifier to

separate excitatory and inhibitory cell types based on their cal-

cium transients. We first trained this classifier on half of our data

inwhich the excitatory and inhibitory cellswere identified to deter-

mine the thresholds for separating cell types. We then cross-vali-

dated the classifier on the second half of the data, which was

novel to the classifier and found it could separate cell types based

on calcium transients alone with 91% accuracy (Figure S1, see

Experimental Procedures). This allowed us to study the activity

profiles of the same excitatory and inhibitory neurons, as well as

their interactions, in vivo before and after monocular enucleation.
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Figure 2. A Subset of Cortical Excitatory Neurons Recover Activity

(A) Activity of representative examples of individual excitatory neurons (each

horizontal line represents the activity of a single neuron) in enucleated animals,

normalized in individual cells by the average baseline activity (�24 and �1 hr).

(B) Distribution of activity of visually responsive excitatory neurons 72 hr after

enucleation (blue) or control (black) normalized in individual cells to the

average baseline activity. The cells either become inactive (open bars) or

exhibit some degree of recovery (filled bars). The inset shows the average

fraction of inactive cells per animal (control [black, n = 4 animals, and SD =

0.045] versus enucleation [blue, n = 4 animals, and SD = 0.114] p = 0.031 and

t test).

(C) Representative example of a recovering excitatory neuron’s activity. The

left shows the maximum intensity projections for the same cell. The right

shows DF/F0 signals for the neuron prior to, 24, and 72 hr after enucleation.

(D) Mean activity of recovering excitatory neurons (not including inactive cells)

normalized in individual cells to average baseline activity (control versus

enucleation: 12 hr and p = 0.072; 24 hr and p = 0.012; 48 hr and p = 0.274; and

72 hr, p = 0.853, and t test).

(E) Distribution of activity of visually responsive inhibitory neurons 72 hr after

enucleation (red) or control (black) normalized in individual cells to average

baseline activity. The cells either become inactive (open bars) or have some

level of activity (filled bars). The inset shows the average fraction of inactive

cells per animal (control [black, n = 4 animals, and SD = 0.081] versus

enucleation [red, n = 4 animals, and SD = 0.137] p = 0.017 and t test).

(F) Mean activity of active inhibitory neurons (not including inactive cells)

normalized in individual cells to average baseline activity (control versus

enucleation: 12 hr and p = 0.014; 24 hr and p < 0.001; 48 hr and p = 0.030; and

72 hr, p = 0.028, and t test) (*p < 0.05 and **p < 0.01). The error bars represent

SEM.

See also Figure S2.
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Recovery of Activity Occurs in a Subset of Excitatory
Neurons
Having classified neurons into excitatory and inhibitory cell

types, we chronically measured the effect of monocular enucle-

ation using calcium signals as a proxy for neuronal activity in

putative excitatory cells. We first measured the average activity

of all cells and found that, similar to binocular retinal lesions

(Keck et al., 2013) and monocular deprivation (Hengen et al.,

2013), activity decreases following enucleation and recovers

over 48–72 hr (Figure S2A, see Discussion). To determine if

this recovery of activity occurs in all of the neurons, we analyzed

the activity profiles of individual neurons.

First, we examined whether all visually driven neurons that

were active before enucleation undergo homeostatic recovery

of activity. We measured excitatory cells that were visually

responsive (i.e., were significantly more responsive during visual

stimulation than in darkness, in the absence of locomotion) prior

to enucleation. The activity of these cells accounted for 87% of

all the activity measured in our paradigm prior to (sham) enucle-

ation. Consistent with previous work (Peters et al., 2014), we

found that whether or not a cell was active on a given day was

variable: the measured day-to-day variability of the population

in control animals (i.e., the fraction of cells that become inac-

tive/active between two 15 min recording sessions spaced by

24 hr) was 25% ± 1% for cells becoming inactive and 19% ±

4% for cells becoming active.

Following deprivation, we found that we could separate excit-

atory cells that were active during baseline into two groups:

either (1) becoming inactive after deprivation—i.e., having no ac-

tivity 72 hr after enucleation—which we will refer to as ‘‘inactive’’

or (2) recovering their activity—i.e., are active 72 hr after depriva-

tion—which we will refer to as ‘‘recovering’’ (Figure 2A). After

enucleation, 48% of cells became inactive (Figure 2B) and thus

do not contribute to the homeostatic recovery observed in the

average activity. Therewas a significantly higher fraction of these

inactive cells in enucleated animals relative to cells that became

inactive over the same time course in control animals (Figure 2B,

inset; 32% of cells). The other 52% of excitatory cells recovered

their activity after enucleation and, on average, exhibited an

activity profile (Figures 2C and 2D) where activity decreased

rapidly (12 to 24 hr) after enucleation and then gradually recov-

ered (Figure 2D).

We next examined whether the homeostatic restoration

observed is partially attributable to the recruitment of cells

that were inactive prior to deprivation, as has previously

been described following deprivation of L2/3 neurons in so-

matosensory cortex (Margolis et al., 2012). We found that, in

our paradigm, only a small percentage of excitatory neurons

that were previously inactive during both baseline time points

(�24 and �1 hr) became active after 72 hr in control animals

(4% ± 1%) or following enucleation (3% ± 1%; control versus

enucleation, p = 0.452, t test). Furthermore, the overall activity

levels of these neurons were very low, accounting for less

than 5% of the total activity 72 hr after (sham) enucleation.

Thus, these data indicate that only a subset of cells undergo

homeostatic recovery of activity following visual deprivation

and that the recovery is not driven by the recruitment of cells

that were previously inactive.



We then examined if homeostatic recovery could be explained

by differences in the input properties of recovering or inactive

cells. We specifically examined visual activity and locomotion-

related drive, as cells in the visual cortex are modulated by

locomotion (Andermann et al., 2011; Ayaz et al., 2013; Keller

et al., 2012; Niell and Stryker, 2010; Saleem et al., 2013). In ac-

tivity measurements prior to enucleation, we found no difference

between recovering and inactive cells in overall baseline activity

(Figure S4A), orientation selectivity (Figure S2B), orientation tun-

ing preference (percentage of cells [calculated per animal] tuned

to 0 degrees: recovering 25% ± 8%, inactive 29% ± 6%, and p =

0.913; 45 degrees: recovering 31% ± 11%, inactive 19% ± 8%,

and p = 0.389; 90 degrees: recovering 13% ± 11%, inactive

12% ± 8%, and p = 0.388; 135 degrees: recovering 31% ±

19%, inactive 40% ± 10%, and p = 0.848, t test), or responses

to locomotion in the darkness (Figure S2C). Furthermore, re-

sponses following enucleation were not visually evoked, as their

occurrence at the onset (within 500 ms) of visual stimuli was

similar to chance levels (Figure S2D) and responses were equally

likely to occur in light and dark conditions after enucleation (Fig-

ure S2E). These results suggest that the spared ipsilateral eye

was not directly driving the recovering cells. While we found no

evidence for common inputs to recovering or inactive cells,

when we measured cortical activity while the mice were station-

ary in the dark, as a proxy for spontaneous activity, we saw

that spontaneous activity was maintained and subsequently

increased following enucleation in the recovering neurons, but

not in the cells that became inactive (Figure S2F). Finally, we

found no effects on the cellular properties of cells expressing

GCaMP5 or a difference in GCaMP5 expression in recovering

or inactive cells (Figures S2G–S2O).

Having characterized the activity of putative excitatory neu-

rons, we then examined the activity in putative inhibitory

neurons, which has previously only been measured following

sensory deprivation during development (Hengen et al., 2013).

We found a reduction in inhibitory cell activity following enucle-

ation, with approximately 65% of inhibitory neurons becoming

inactive (having no activity 72 hr after deprivation), in comparison

to 38% of cells that no longer responded over the same time

course in control mice (Figure 2E). Those inhibitory neurons

that remained active 72 hr after deprivation exhibited a reduction

in normalized activity 12 hr after enucleation (Figure 2F) and

unlike the excitatory neurons, the activity of these inhibitory neu-

rons did not show a significant recovery over time (Figure 2F). We

observed no difference in cellular properties (Figures S2G, S2I,

and S2P–S2U) or plasticity (Figures S2V–S2Y) in GCaMP5-pos-

itive and -negative inhibitory neurons, suggesting this lack of

recovery is unrelated to the expression of our calcium indicator.

To ensure that there was not an increase in inhibitory activity in

the cortex via the post-enucleation addition of previously silent

inhibitory neurons, we measured the number of newly activated

inhibitory neurons 72 hr after enucleation that had not been

active in either baseline time point (�24 and �1 hr) and found

that it was low in both control mice (2% ± 1%) and following

enucleation (3% ± 2%; control versus enucleation, p = 0.537,

t test). Together, these results suggest that a subset of inhibitory

cells remain active, but that their activity levels are decreased,

implicating that there are overall lower levels of cortical inhibition.
Thus, we show for the first time that inhibitory neurons in adult

animals do not homeostatically recover their activity over the

time course of 72 hr.

Synaptic Inhibition Is Decreased onto L2/3 Excitatory
Cells after Deprivation
Having described homeostatic recovery in a subset of excit-

atory, but not inhibitory, cells, we next examined if there are

changes in identified homeostatic mechanisms in excitatory

cells following deprivation and the time course of these changes.

We first checked for changes in synaptic inhibition onto the L2/3

excitatory cells by performing whole-cell patch clamp record-

ings in acute slices prepared from mice that had previously un-

dergone monocular enucleation. We measured the frequency

and amplitude of miniature inhibitory post-synaptic currents

(mIPSCs), which approximate the number and strength, respec-

tively, of the inhibitory synapses onto these cells. Similar to pre-

vious studies in layer 5 (L5) cells (Keck et al., 2011, 2013), we

found that mIPSC frequency (Figure 3A), but not amplitude (Fig-

ure 3B), was significantly and consistently decreased, suggest-

ing that there are fewer inhibitory synapses onto these L2/3 cells.

We next examined changes in evoked inhibitory potentials by

measuring the balance between evoked (with the stimulating

electrode in L2/3) excitatory and inhibitory potentials on L2/3

cells 24, 48, or 72 hr after deprivation (Figure 3C). We found

the E/I balance to be shifted toward excitation in individual

L2/3 excitatory neurons 24 hr after enucleation (Figure 3D), prior

to the observed recovery of excitatory cortical activity 48 hr after

deprivation. Together, these data suggest that synaptic inhibi-

tion is decreased, whichmay play a role in facilitating the homeo-

static recovery in activity levels.

We next examined if synaptic scaling occurs after monocular

enucleation. Over our 72 hr time course, we found no change

in either miniature excitatory post-synaptic potential (mEPSP)

amplitude (Figure 3E) or frequency (Figure 3F) in acute slices pre-

pared from mice that had previously undergone enucleation.

Then, in a separate subset of mice that express GFP under the

thy-1 promoter (GFP-M line, Feng et al., 2000), we used chronic

two-photon structural imaging to repeatedly measure dendritic

spines before and after deprivation. We calculated spine size

and density as a proxy for synaptic scaling in vivo (see Keck

et al., 2013) and found no change in either spine size (Figure 3G)

or density (Figure 3H) after deprivation in L2/3 cells. In compar-

ison to previous work that observed synaptic scaling in L5 neu-

rons following sensory deprivation via retinal lesions in the

adult visual cortex (Keck et al., 2013), these data suggest that

synaptic scaling is not likely to be driving homeostatic recovery

in L2/3. Taken together, these results indicate that homeostatic

mechanisms may be layer specific in the adult cortex. We

finally checked the intrinsic excitability of L2/3 pyramidal cells

measured as the relationship between the input current and

the resulting number of action potentials generated in excitatory

neurons in acute slices prepared from enucleated mice 72 hr

after deprivation. We found no change in the average action po-

tential frequency after deprivation (Figures 3I–3K) or the action

potential threshold (current necessary to induce a single action

potential, Figure 3J). Similarly, the passive membrane proper-

ties, which may influence excitability, were not modified by
Neuron 86, 1290–1303, June 3, 2015 ª2015 The Authors 1293



Figure 3. Synaptic Inhibition Is Reduced after Enucleation

(A and B) Average mIPSC frequency (A) or amplitude (B) (control [n = 9] versus enucleation: A, 24 hr, p = 0.300, and n = 9; 48 hr, p = 0.004, and n = 7; 72 hr,

p = 0.033, and n = 9; B, 24 hr, p = 0.002, and n = 9; 48 hr, p = 0.180, and n = 7; and 72 hr, p = 0.168, n = 9, and ANOVA with post hoc test).

(C) The top shows a schematic of acute slice preparation with recording and stimulating electrodes in L2/3 (monocular visual cortex [V1m] and binocular visual

cortex [V1b]). The bottom shows example excitatory (E) and inhibitory (I) traces for the same control cell, acquired by holding the neuron at �70 and +10 mV,

respectively.

(D) Ratio of inhibitory to excitatory evoked transient amplitude (control [n = 15] versus enucleation, 24 hr, p < 0.001, and n = 10; 48 hr, p < 0.001, and n = 8; and

72 hr, p < 0.001, n = 14, and ANOVA with post hoc test).

(E and F) Average mEPSP amplitude (E) or frequency (F) (control [n = 11] versus enucleation, 24 hr, and n = 10; 48 hr and n = 11; 72 hr and n = 12; E, p = 0.832; and

F, p = 0.107 and ANOVA).

(G) Stable spine size following enucleation (blue) or in control (black) normalized in individual spines by baseline average (control [n = 82 spines] versus enucleation

[n = 239 spines]: 24 hr and p = 0.400; 48 hr and p = 0.142; and 72 hr, p = 0.553, and t test).

(H) Spine density normalized by baseline average in individual dendritic branches. (Control [black, n = 11 branches] versus enucleation [blue, n = 20 branches],

24 hr and p = 0.347; 48 hr and p = 0.827; and 72 hr, p = 0.328, and t test). The inset shows an example of the same dendritic branch 1 hr before and 72 hr after

enucleation. The scale bar represents 5 mm.

(I) Example voltage response to a series of somatic current injections (0 to 0.09 nanoAmpere [nA]) 72 hr after (sham) enucleation.

(J) Input-output function: injected current and resulting average action potential (AP) frequency 72 hr after enucleation (blue) or in control (black).

(K) Average number of APs per nA of injected current calculated as the slope of the input-output function measured for each cell after enucleation (blue) or in

control (black) (control [n = 21] versus enucleation, 24 hr, and n = 12; 48 hr and n = 11; 72 hr and n = 16; and p = 0.492 and ANOVA). All measurements are made in

L2/3 excitatory cells (*p < 0.05, **p < 0.01, and ***p < 0.001). The error bars represent SEM.
enucleation (Table 1). Taken together, these results suggest that

the primary homeostatic mechanism we observe is a reduction

of inhibition onto L2/3 excitatory neurons following sensory

deprivation via monocular enucleation.

Our electrophysiology recordings are presumably from a

mixed population of recovering and inactive cells. A possibility

is that homeostatic mechanisms are engaged exclusively in cells

that recover, which may not be apparent in our pooled elec-

trophysiology measurements. Thus, we wanted to separately

examine homeostatic mechanisms in cells that recover and

those that become inactive. Given that neurons are defined as
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either recovering or inactive 72 hr after enucleation, we focused

on this time point. We hypothesized that we could use immuno-

labeling to detect the activity/plasticity marker c-Fos (Barth et al.,

2004; Yassin et al., 2010) as a proxy for the presence or absence

of in vivo activity in a given cell. By immunostaining for c-Fos af-

ter electrophysiology recordings of homeostatic mechanisms in

acute slices, we would be able to post hoc identify whether the

neurons had been active or inactive in vivo and thus classify

them as putative recovering or inactive cells.

We first tested whether c-Fos reliably reports the activity we

observe in vivo. We therefore measured activity levels 72 hr after



Table 1. Enucleation Does Not Modify Resting Membrane

Potential Properties

Passive Membrane Properties

Time Points

Control

(n = 22)

24 hr

(n = 13)

48 hr

(n = 12)

72 hr

(n = 16)

Input resistance (MU) 140 ± 20 130 ± 10 120 ± 9 150 ± 13

Membrane time constant (ms) 31 ± 3 27 ± 3 27 ± 2 32 ± 2

Membrane capacitance (pF) 220 ± 8 210 ± 10 230 ± 10 220 ± 5

Passive membrane properties c-Fos Positive

(n = 18)

c-Fos Negative

(n = 12)

Input resistance (MU) 170 ± 20 150 ± 20

Membrane time constant (ms) 37 ± 7 27 ± 3

Membrane capacitance (pF) 210 ± 20 180 ± 10

Enucleation did not modify input resistance (p = 0.517 and ANOVA),

membrane time constant (p = 0.612 and ANOVA), or membrane capaci-

tance (p = 0.490 and ANOVA). The input resistance (p = 0.460 and t test),

membrane time constant (p = 0.353 and t test), and membrane capaci-

tance (p = 0.310 and t test) were not different between c-Fos positive

and c-Fos negative L2/3 excitatory neurons 72 hr post-enucleation.
enucleation in behaving mice expressing GCaMP5. Following the

completion of our imaging, we prepared acute slices of visual cor-

tex and allowed these slices to recover for 4 hr tomimic the timing

of an electrophysiology experiment. We then immunolabeled for

GFP and c-Fos and reconstructed the cells we imaged in vivo.

This approach allowed us to identifywhether cells thatwere active

in vivowere also c-Fospositive (Figures 4Aand 4B).We found that

c-Fos immunostaining reflected in vivo activity extremely well.

All reconstructed c-Fos-positive cells had been active during the

in vivo imaging at 72 hr (Figure 4C), while only 12% of cells that

were c-Fos-negative had been active in vivo (Figure 4C). These

false negative cells had low levels of GCaMP5 activity in vivo (Fig-

ure4D).Note that althoughweonlymeasurec-Fosexpressionand

in vivo activity at this single time point (72 hr), in our chronic imag-

ing data, only 3% of cells that were inactive prior to deprivation

become active 72 hr after enucleation. Thus, cells that are active

in vivo at 72 hr post-enucleation are very likely to be recovering,

as per our definition in Figure 2.

To ensure that GCaMP5 expression and the timing of the

slicing procedure were not influencing our results, in a separate

set of wild-type mice, we prepared acute slices and immuno-

stained for c-Fos (Figure 4E). We quantified the density of

c-Fos-positive cells in visual cortex slices and found no density

change 2, 4, or 6 hr after the preparation of acute slices

(Figure 4F). In slices prepared from mice that had undergone

enucleation 72 hr prior, we found a decrease in the density of

c-Fos-positive cells (Figure 4G), consistent with our GCaMP5 re-

sults. Finally, since synaptic properties aremeasured in the pres-

ence of tetrodotoxin (TTX), we examined the effect of extended

exposure of the acute slice to TTX and found this had no effect

on the density of c-Fos-positive cells (Figures 4F and 4G).

Having established c-Fos immunohistochemistry as a method

for distinguishing between the populations of cells that putatively

recover and become inactive in our homeostatic paradigm, we

used whole-cell patch clamp electrophysiology to measure ho-

meostatic mechanisms in acute slices prepared from mice that
had undergone enucleation 72 hr prior. During these experi-

ments, we filled our recorded cells with Alexa Fluor 568 (AF

568), which allowed for their post hoc identification. Following

the completion of our electrophysiology experiments, we immu-

nostained for c-Fos to determine if the cell from which we had

recorded was c-Fos positive (putative recovering, Figure 4H) or

c-Fos negative (putative inactive, Figure 4I). Further, we used

measures of homeostatic plasticity mechanisms that induced

limited neuronal activity, as extended synaptic or somatic stim-

ulation could induce c-Fos expression.

We first checked for changes in synaptic inhibition onto the

L2/3 excitatory cells by measuring the frequency and amplitude

of mIPSCs. We found that, consistent with our averaged results

(Figures 3A and 3B), mIPSC frequency (Figure 4J), but not ampli-

tude (Figure 4K), was significantly decreased relative to control in

both c-Fos-positive and c-Fos-negative cells, suggesting that

there are fewer inhibitory synapses onto both populations of

cells after enucleation. This result suggests that the reduction

of synaptic inhibition alone does not explain the difference be-

tween putative recovering and inactive cells.

We next measured if synaptic scaling is selectively induced

in putative recovering cells by comparing mEPSC recordings

in c-Fos-positive and c-Fos-negative excitatory neurons. We

found no difference in either mEPSC amplitude (Figure 4L) or fre-

quency (Figure 4M) between c-Fos-positive or -negative cells in

acute slices prepared frommice that had undergone enucleation

72 hr prior or in cells from control animals. Because our cells

were filled with AF 568, we were able to measure the size

(integrated brightness) and density of the dendritic spines, as a

structural proxy for synaptic scaling (Keck et al., 2013; Wallace

and Bear, 2004). We found no differences in either spine size

(Figure 4N) or density (Figure 4O) between c-Fos-positive and

c-Fos-negative cells 72 hr post-enucleation or in control cells,

suggesting that synaptic scaling is not selectively induced in pu-

tative recovering cells.

We then examined differences in excitability. Given that

extended cellular activity may induce c-Fos expression, we

measured excitability via the action potential threshold, the cur-

rent necessary to evoke a single action potential. We found that

the percentage of c-Fos-positive cells during recordings with

single action potential induction was similar to the percentage

of c-Fos-positive cells during whole-cell recordings without

action potential induction (c-Fos positive with single AP induc-

tion: 57% and c-Fos-positive with whole-cell recordings without

APs: 54%), suggesting that we were not inducing c-Fos ex-

pression with these single APs. We found no difference in AP

threshold in control cells or c-Fos-positive and -negative cells

after enucleation (Figures 4P and 4Q). Furthermore, we

measured no difference in passive membrane properties be-

tween c-Fos-positive and c-Fos-negative cells (Table 1). Overall,

these data suggest that homeostatic mechanisms occur

following monocular enucleation, which in L2/3 is primarily a

reduction in synaptic inhibition. This reduction is apparent in

both putative recovering and inactive cells, suggesting that

homeostatic mechanisms are widely expressed. These data

are consistent with previous findings suggesting that synaptic in-

hibition is reduced following sensory deprivation (Chen et al.,

2011, 2012; Keck et al., 2011; van Versendaal et al., 2012).
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Figure 4. Reduced Inhibition in Putative Recovering and Inactive Neurons

(A) Example of GCaMP5 expressing neurons in vivo (left), after sectioning and reconstruction with immunolabeled GFP (middle left), c-Fos (middle right), and

merge of GFP and c-Fos images (right) for a c-Fos-positive (top) and -negative (bottom) neuron.

(B) Example in vivo GCaMP5 responses from neurons in (A).

(C) Percentage of neurons that are: c-Fos positive and active or inactive in vivo and c-Fos negative and active or inactive in vivo (n = 157 reconstructed cells).

(D) Average in vivo activity of c-Fos-positive (blue) and c-Fos-negative (black) neurons that are active in vivo (p = 0.003 and t test).

(E) The left shows, from a naivemouse, example cells from sliceswith immunolabeled c-Fos. The right shows a zoomof section from L2/3 denoted bywhite box in

the left image.

(F) Density of c-Fos-positive cells in acute visual cortex slices recovered in either artificial cerebrospinal fluid (ACSF) (white) or ACSF and TTX (gray) 2, 4, or 6 hr

after slicing. (ACSF versus TTX: 2 hr and p = 0.623; 4 hr and p = 0.981; and 6 hr, p = 0.991, and ANOVA. ACSF: 2 hr and n = 126; 4 hr and n = 128; and 6 hr and

n = 134 cells. TTX: 2 hr and n = 137; 4 hr and n = 127; and 6 hr and n = 130 cells).

(legend continued on next page)
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Having measured homeostatic mechanisms that may influ-

ence changes in the excitatory cell activity, we next asked if

synaptic reorganization might play a role in the homeostatic

recovery of activity. We have previously reported that there is

structural reorganization of dendritic spines on excitatory cells

following sensory deprivation in the adult visual cortex (Keck

et al., 2008), which may facilitate functional recovery. There-

fore, we examined the dynamics of dendritic spines on L2/3

cells following enucleation using chronic structural imaging

in vivo. We calculated the survival fraction, i.e., the fraction of

spines that were present prior to enucleation, that are still pre-

sent at each subsequent time point. This measure is often used

as an indication of neuronal circuit stability. We found that

the survival fraction was higher after enucleation (Figure S3A),

such that a larger number of spines were maintained after

deprivation relative to control over the observed time course

of homeostatic plasticity (72 hr post-deprivation). While we

cannot separate recovering and inactive cells in these experi-

ments, we found no evidence of a bimodal distribution of spine

survival fractions 72 hr after enucleation (Figure S3B). In fact,

most dendritic branches showed no spine changes (16/20).

This increase in synaptic stability suggests that the same pre-

synaptic partners from before deprivation are likely maintained,

at least over this short time course, and thus increases in

activity are unlikely due to changes in excitatory synaptic con-

nectivity. This result is somewhat surprising, given that sensory

deprivation over longer time courses has typically been associ-

ated with increased spine dynamics (Grutzendler et al., 2002;

Holtmaat et al., 2006; Keck et al., 2008; Trachtenberg et al.,

2002; Tropea et al., 2010); however, some forms of sensory

deprivation have been shown to promote stability of dendritic

spines (Zuo et al., 2005).

Recovering and Inactive Excitatory Neurons Form
Subnetworks
Having found no differences in the individual cell properties be-

tween recovering and inactive neurons, we examined if there

may be differences between these cells in their local networks.

As subnetworks of cells have previously been described in the

visual cortex (Ko et al., 2011; Miller et al., 2014; Yoshimura

et al., 2005), we investigated the local network interactions of
(G) Density of c-Fos-positive cells in acute visual cortex slices that recovered for 4

from animals 72 hr post-enucleation (enucleation [n = 299 cells] versus control T

cells] p < 0.001 and ANOVA with post hoc test).

(H and I) Example c-Fos-positive (H) or -negative (I) L2/3 excitatory neuron with e

immunostained for c-Fos (top right; merged images, middle). The bottom shows

(J and K) Average mIPSC frequency (J) and amplitude (K) (control c-Fos positive [b

0.895 and control c-Fos positive versus enucleation c-Fos positive [red, n = 5]; J

(L and M) Average mEPSC amplitude (L) and frequency (M) (control c-Fos positive

p = 0.159 and control c-Fos positive versus enucleation c-Fos positive [blue, n =

(N andO) Average dendritic spine size (N) and density (O) from control c-Fos-posit

enucleated c-Fos-positive neurons (blue, n = 109 spines; spine size: p = 0.092 and

control and enucleated animals.

(P) Example voltage response to a series of somatic current injections (0 to 0.1 n

(Q) Average current threshold for a single AP (control c-Fos positive [black, n = 9]

positive versus enucleation c-Fos positive [blue, n = 5], p = 0.875, and ANOVA wit

(sham) enucleation (*p < 0.05 and **p < 0.01). The error bars represent SEM.

See also Figure S3.
recovering and inactive neurons to determine if local subnet-

works of cells play a role in the recovery of activity. During the

pre-enucleation time points, we measured the correlation of

the GCaMP5 signals between pairs of cells whose activity was

imaged simultaneously within a single cortical region. We

considered cells to be correlated if this correlation coefficient

was significant and positive.

We first examined correlations between putative excitatory

neurons (Figure 5A), which likely reflect either preferential con-

nections between cells and/or common inputs (Hofer et al.,

2011; Ko et al., 2011; Komiyama et al., 2010; Miller et al.,

2014; Yoshimura et al., 2005), as recurrently connected cells

are likely to share common inputs in rodent visual cortex. We

found that prior to deprivation, excitatory neurons that would

later undergo homeostatic recovery were more likely to be cor-

related with other recovering excitatory neurons (Figure 5B).

Specifically, when the significant correlation values (r) for each

recovering excitatory cell were summed (a measure for the com-

bined number and strength of correlations), a majority of the cor-

relation for cells that would recover was with other recovering

cells (Figure 5D). Conversely, cells that would become inactive

were more often correlated with other cells that would become

inactive (Figure 5C) and when the significant correlation values

were summed, a majority of the correlation for inactive cells

was with other cells that would become inactive (Figure 5E).

These results suggest that recovering and inactive neurons

form subnetworks of cells.

It is important to note that these two groups of correlated

cells are not completely distinct and there are some signifi-

cant correlations between those cells that will recover and

those that become inactive (Figures 5B–5E). Further, not all

recovering cells within a region have significant correlations

with one another (Figures 5B–5E). When we further examined

the properties of the recovering and inactive cells in their

subnetworks, we found that recovering neurons had a higher

number of significant correlations (i.e., more cells in their

subnetwork, Figure 5F) and that these correlations on average

were stronger (Figure 5G), such that when the total significant

correlations for individual recovering cells were summed,

they had a higher total correlation value than measured for

neurons that would become inactive (Figure 5H). These
hr in ACSF or ACSF and TTX from control animals or for 4 hr in ACSF and TTX

TX [n = 127 cells] and p < 0.001 and enucleation versus control ACSF [n = 128

lectrophysiology recordings. The neurons were filled with AF 568 (top left) and

an example of mEPSC recordings from respective cells.

lack, n = 6] versus enucleation c-Fos negative [white, n = 7]; J, p = 0.034; K, p =

, p = 0.037 and K, p = 0.756 and ANOVA with post hoc test).

[black, n = 6] versus enucleation c-Fos negative [white, n = 7]: L, p = 0.671; M,

6]; L, p = 0.695; M, p = 0.269 and ANOVA with post hoc test).

ive (black, n = 112 spines), enucleated c-Fos-negative (white, n = 116 spines), or

spine density: p = 0.308 and ANOVA). The inset shows example dendrites from

A).

versus enucleation c-Fos negative [white, n = 10] and p = 0.715; control c-Fos

h post hoc test). All recordings are from L2/3 excitatory cells and at 72 hr post-
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Figure 5. Correlated Excitatory Neurons Recover Cortical Activity

(A and K) Correlations between an excitatory neuronwith an excitatory (A) or an inhibitory (K) neuron partner. The left shows amaximum intensity projection, with a

pair of significantly correlated neurons marked by circles. The correlations were measured in the baseline time points (�24 and �1 hr) prior to enucleation. The

right shows DF/F0 traces from cells in the projection. For these examples, (A) r = 0.48 and p < 0.05; (K) r = 0.144 and p < 0.05.

(B and C) Percentage of the total number of recovering (B) or inactive (C) excitatory neuron significant correlations that are with a recovering (filled) or an inactive

excitatory partner (open) (B, p = 0.001 and C, p = 0.020 and t test).

(D and E) For each recovering (D) or inactive (E) excitatory neuron, the sum of significant correlation coefficients with recovering (filled) or inactive (open) excitatory

partners (D, p < 0.001 and E, p = 0.036 and t test).

(F and P) For recovering (filled) or inactive (open) excitatory neurons, percentage of the significantly correlated excitatory (F) or inhibitory (P) neurons out of all the

excitatory (F) or inhibitory (P) neurons in a region (F, p = 0.024 and P, p = 0.390 and t test).

(G and Q) Average correlation coefficient value for significant correlations of recovering (filled) and inactive (open) excitatory neurons with excitatory (G) or

inhibitory (Q) partners (G, p = 0.006 and Q, p = 0.911 and t test).

(H and R) For each recovering (filled) or inactive (open) excitatory neuron, the sum of the significant correlation coefficients with excitatory (H) or inhibitory (R)

partners (H, p = 0.037 and R, p = 0.870 and t test).

(I) For recovering excitatory neurons with excitatory neuron partners, percentage of the total number of cells that were significantly correlated prior to enucleation

(blue) or control (black) that remain correlated 72 hr later (p = 0.005 and t test).

(legend continued on next page)
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results suggest that the recovering neurons are embedded

in larger and more strongly correlated subnetworks prior to

deprivation.

As higher cellular activity levels have been demonstrated to

give rise to increased correlations (de la Rocha et al., 2007), we

quantified cellular activity levels before enucleation and found

no difference between recovering and inactive cells (Fig-

ure S4A), as well as no correlation between the baseline

cellular activity level and the number of correlated cells or cor-

relation strength (Figures S4B–S4D). Furthermore, to ensure

that we did not have a sampling bias based on spatial organi-

zation, we looked at the spatial relationship between recov-

ering and inactive excitatory neurons and found them not to

spatially cluster in any apparent way (Figure S4E). To deter-

mine if our c-Fos reconstructions reflect these subnetworks

of putative recovering cells, we examined the in vivo correla-

tions for c-Fos reconstructed cells 72 hr post-enucleation (as

in Figure 4). We found that all c-Fos-positive cells had corre-

lated activity in vivo with at least one other c-Fos positive

cell, and that on average, a c-Fos-positive cell was correlated

with 73% ± 3% of the other c-Fos-positive cells in an imaging

region, consistent with previous work (Yassin et al., 2010).

Finally, to examine if there are common inputs that are driving

the recovering subnetwork, we measured the correlation coef-

ficients of the inactive and recovering cells during different

behavioral periods in our paradigm to determine if these sub-

networks were active together during particular behavioral

stimuli (thus implying a common input). We found that the

normalized correlation for recovering and inactive subnet-

works prior to deprivation was the same during each of our

behavioral measures (Figure S4F). These data indicate that

there is not a specific set of behavioral inputs that are predom-

inantly driving either the recovering or inactive subnetwork

prior to deprivation.

Subnetworks of Recovering Cells Are Maintained after
Deprivation
We next asked if these subnetworks are maintained over time,

specifically during recovery. We examined the fraction of cells

that remain correlated at 72 hr, out of all cells that were corre-

lated prior to enucleation. We found that in control animals the

subnetworks were highly dynamic, consistent with previous

studies of subnetworks in naive animals (Miller et al., 2014).

Only 30% of cells remained correlated after 72 hr (Figure 5I).

Conversely, we found that following sensory deprivation, sub-

networks were more likely to be maintained, as 52% of the

recovering subnetwork was persistent and remained correlated

72 hr after enucleation (Figure 5I). Across time, the strength of
(J) Correlation coefficients during baseline (BL) and 72 hr after (sham) enucleatio

neurons (enucleation: BL versus 72 hr and p = 0.383 and control: BL versus 72 h

(L and M) Percentage of the total number of recovering (L) or inactive (M) excita

inactive (open) inhibitory partner (L, p = 0.018 and M, p = 0.106 and t test).

(N and O) For each recovering (N) or inactive (O) excitatory neuron, the sum of s

partners (N, p = 0.030 and O, p = 0.387 and t test).

(S) Schematic of subnetworks of excitatory (blue) and inhibitory (red) neurons. The

(dashed) subnetworks (*p < 0.05, **p < 0.01, ***p < 0.001, no significance [NS], a

See also Figure S4.
persistent correlations between excitatory neurons remained

stable in both enucleated and control animals (Figure 5J). These

results are consistent with an increase in synaptic stability (Fig-

ure S3), which taken together suggest an overall increase in

network stability in the 72 hr following enucleation.

We then examined correlations in the persistent subnetwork in

each behavioral condition to examine if common inputs or be-

haviors are driving the persistent subnetwork. Consistent with

an increase in spontaneous activity in individual recovering cells,

we found that relative to pre-enucleation time points, the corre-

lation coefficient for the persistent recovering subnetwork

increased 72 hr after enucleation when themousewas stationary

in the dark (our proxy for spontaneous activity), but in no other

behavioral conditions (Figure S4G). These data suggest that

spontaneous activity may play a role in facilitating homeostatic

recovery.

Recovering Subnetworks Include Excitatory and
Inhibitory Neurons
We next measured pairwise correlations in activity prior to depri-

vation between the excitatory neurons and their neighboring

inhibitory neurons to examine the role of inhibitory cell activity

in the subnetworks (Figure 5K). When we examined correlations

between excitatory cells and either active or inactive inhibitory

cell partners during baseline activity, we found that recovering

excitatory cells were more likely to be correlated with inhibitory

partners that maintain their activity after enucleation rather

than with inhibitory partners that become inactive (Figures 5L

and 5M). Further, the sum of the significant correlations for excit-

atory neurons that will recover is greater with inhibitory partners

that will remain active (Figures 5N and 5O). We also found that

excitatory neurons that recovered their activity were correlated

with a similar number of local inhibitory partners as those excit-

atory neurons that became inactive (Figure 5P) and that the

strengths of these correlations with inhibitory partners were not

different between cells that would recover or become inactive

(Figures 5Q and 5R), indicating that the recovering and inactive

subnetworks have similar levels of correlated inhibition prior to

deprivation. Together, these results suggest that there are sub-

networks of excitatory neurons and associated inhibitory cells

that are correlated prior to deprivation and these subnetworks

either recover their activity or become inactive following sensory

deprivation (Figure 5S).

DISCUSSION

Here, we show that a subset of excitatory neurons homeostati-

cally recover activity levels following sensory deprivation. Prior
n for pairs of persistently correlated excitatory neurons. Each line is a pair of

r, p = 0.088, and paired t test).

tory neuron significant correlations that are with either an active (filled) or an

ignificant correlation coefficients with active (filled) or inactive (open) inhibitory

lines indicate correlations prior to deprivation for recovering (solid) and inactive

nd the error bars represent SEM).
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to deprivation, these recovering cells are: (1)more strongly corre-

latedwith a larger number of cells and (2) preferentially correlated

with other cells thatwill also recover. Furthermore, the recovering

excitatory cells aremore often correlatedwith inhibitory cells that

remain active following deprivation, indicating that there is a

subnetwork of excitatory and inhibitory cells involved in the ho-

meostatic recovery of activity observed in our experimental para-

digm. We measure a shift in the balance of synaptic excitation

and inhibition, toward reduced synaptic inhibition, in both recov-

ering and inactive cells. Together these results implicate a role for

a previously described homeostatic mechanism—decreased in-

hibition—and the local network in the homeostatic recovery of

activity following sensory deprivation.

Mechanisms of Homeostatic Plasticity
Previous work (Hengen et al., 2013; Keck et al., 2013) has

demonstrated homeostatic recovery in the average activity

across all cells in the population. The degree of change in

average activity that we measure here (Figure S2A) is consis-

tent with our previous work using GCaMP5, where following

binocular deprivation via retinal lesions (as opposed to monoc-

ular enucleation used here), the decrease in activity was greater

and subsequent recovery was less than that observed with

GCaMP3 (Keck et al., 2013). This difference is likely due to the

relative sensitivities of the two indicators (Akerboom et al.,

2012). Furthermore, both of these previous studies (Hengen

et al., 2013; Keck et al., 2013), despite using different paradigms

and ages (monocular deprivation in juvenile and binocular le-

sions in adult mice, respectively), demonstrated synaptic scaling

of excitatory synapses, which we do not observe here. Many

different factors influence the homeostatic plasticity mecha-

nisms that are expressed in the cortex. First, varying deprivation

paradigms, such as monocular deprivation with eyelid suture or

monocular enucleation, which presumably result in differences in

activity patterns and/or changing activity levels, have been

demonstrated to induce different mechanisms of homeostatic

plasticity (Maffei and Turrigiano, 2008). Second, there is a devel-

opmental time course to homeostaticmechanisms, expressed in

a layer specific manner (Desai et al., 2002; Goel and Lee, 2007;

but see Lambo and Turrigiano, 2013). This layer specificity may

play a role in adult homeostatic plasticity as well. Synaptic

scaling has previously been observed in L5, as has a shift in

the E/I balance following binocular deprivation with retinal le-

sions (Keck et al., 2013). Here, in L2/3 using monocular enucle-

ation, we did not observe synaptic scaling, but did find a shift

in the E/I balance, suggesting that reduced synaptic inhibition in-

fluences cells in both L2/3 and L5 and following different depri-

vation paradigms. These results are consistent with mounting

evidence across cell layers (both L2/3 and L5) and deprivation

paradigms (monocular deprivation, monocular enucleation,

and focal and binocular retinal lesions) that a reduction of synap-

tic inhibition precedes excitatory plasticity in adulthood and

therefore may be permissive for reorganization (Chen et al.,

2011, 2012; Keck et al., 2011, 2013; van Versendaal et al., 2012).

Implications of Subnetworks for Homeostatic Plasticity
Wehave found that excitatory cells that are correlated with larger

networks of recovering cells are also more likely to recover their
1300 Neuron 86, 1290–1303, June 3, 2015 ª2015 The Authors
activity following deprivation, which is likely facilitated by the

reduction of synaptic inhibition. Given, however, that we see

reduced synaptic inhibition in both putative recovering and inac-

tive neurons, our data suggest that the local network may also

play a role in homeostatic recovery. An interpretation of these

data is that homeostatic mechanisms facilitate recovery, but

that excitatory cell activity is necessary for this recovery, either

activity via recurrent connections or common inputs. Thus,

only cells that are part of a sufficiently extensive subnetwork

have enough maintained drive to recover their activity.

Given our data, we cannot distinguish between the subnet-

works having common inputs, recurrent connections, or some

combination of the two, but any of these three possibilities could

provide the neural drive necessary to homeostatically restore

cortical activity. Previous work has indicated that excitatory cells

with correlated activity are interconnected with a high probability

(Ko et al., 2011) and that reciprocally connected cells are highly

likely to share common inputs (Yoshimura et al., 2005). Thus, our

correlated cells (both recovering and inactive) are likely to be

connected, as well as having shared inputs.

If common inputs are involved in the recovery of activity, what

might these inputs be? From the data presented here, these in-

puts are unlikely to be direct visual inputs, as we have removed

the principal visual drive into the monocular visual cortex and no

longer observe visual stimulus-locked responses after enucle-

ation (Figures S2D and S2E). Preserved inputs could come

from a number of other brain regions, as evidence for auditory

(Iurilli et al., 2012) and motor (Andermann et al., 2011; Ayaz

et al., 2013; Keller et al., 2012; Niell and Stryker, 2010; Saleem

et al., 2013) related input has been demonstrated inmouse visual

cortex. Additionally, maintained inputs could arise from internal

state, which has previously been implicated in subnetworks in

mouse visual cortex (Miller et al., 2014) or contextual feedback

from higher areas (Tohmi et al., 2014; Yoshitake et al., 2013),

which could be driven by the spared eye via higher visual areas.

Given that we observe an increase in the stability of dendritic

spines in deprived mice over this short time course (Figure S3),

we believe that it is unlikely that pre-existing inputs are removed

and new synaptic connections are formed during this time, as

new connections would be associated with increased spine dy-

namics, as has been previously described over a longer time

course (Grutzendler et al., 2002; Holtmaat et al., 2006; Keck

et al., 2008; Trachtenberg et al., 2002; Tropea et al., 2010).

Finally, if the correlations observed prior to deprivation reflect

common inputs, one possible explanation for the inactive sub-

network, which was visually responsive prior to deprivation, is

that the common input that drives that inactive subnetwork after

deprivation is not stimulated in our experimental paradigm. This

could explain why these cells become unresponsive and would

further implicate the importance of network inputs in homeostat-

ic recovery.

Additionally, correlated cells may be preferentially connected

to one another or their connections may have a greater synaptic

efficacy (Cossell et al., 2015). Consistent with our result of spon-

taneous activity increasing over the time course of recovery (Fig-

ures S2E and S4F), synaptically connected networks of cells are

capable of amplifying spontaneous activity, particularly in mixed

networks of excitatory and inhibitory cells, where maintained



inhibitory cell activity is thought to stabilize the network (Murphy

and Miller, 2009). This amplification of network activity could, in

part, explain our observed homeostatic recovery of the larger

subnetwork, and provide an indication of why inhibitory cells

are more likely to remain active in recovering subnetworks.

Most likely, some combination of synaptic connections and

shared inputs drive the activity measured in the subnetwork of

recovering excitatory cells (Yoshimura et al., 2005) and this activ-

ity is further increased by the reduction of synaptic inhibition

measured in these cells. Thus, a combination of network proper-

ties and homeostatic mechanisms facilitate functional recovery

in the visual cortex.

Plasticity of Inhibitory Cells
A large fraction of the measured inhibitory neurons become

inactive after sensory deprivation. In the inhibitory neurons

that remain active, we do not observe a strong homeostatic re-

covery, in contrast to previous reports in developing animals

(Hengen et al., 2013). A possible explanation for these differ-

ences is the developmental stage, as inhibition, as well as the

visual cortex in general, is known to be more plastic during

the critical period than after (Hensch, 2004). Another possibility

is that the in vivo extracellular electrophysiology experiments of

Hengen et al. (2013) focused on fast-spiking inhibitory cells,

whereas our immunohistochemical approach includes a range

of inhibitory cell-types (see Experimental Procedures). Given

the differences in synaptic targets of inhibitory cell types (Pfeffer

et al., 2013), they may play different roles in homeostatic recov-

ery and thus could have different recovery profiles. Specifically,

the difference between active and inactive inhibitory cells in our

data could simply be a subtype specific effect. Further work is

necessary to understand inhibitory cell-type specific responses

to sensory deprivation and their relative roles in homeostatic

plasticity.

Why might the inhibitory cells correlated with the recovering

subnetwork remain active? Either common excitatory inputs to

or strong connectivity between the excitatory and inhibitory

cells may drive the inhibitory cell activity observed after depri-

vation. Thus, while synaptic inhibition is widely decreased to

facilitate cortical plasticity following sensory deprivation

(Chen et al., 2011), only the inhibitory cells associated with

the recovering excitatory cells remain active. This subnetwork

specific inhibitory cell activity could maintain network stability

in recovering subnetworks by preventing unchecked excitatory

activity. These results are consistent with theoretical work

(Murphy and Miller, 2009) that shows that some level of

inhibitory cell activity is necessary to maintain stable network

activity.

Finally, following sensory deprivation, we also observe an

increased stability in the correlations of the subnetwork of cells

that are correlated prior to deprivation, as well as an increase

in the stability of the dendritic spines. Similar increases in stabil-

ity of neural ensembles and associated spine dynamics have

been observed to develop during motor learning (Peters et al.,

2014). Thus, while underlying mechanisms may differ between

learning and deprivation, the increase in stability of the active

excitatory subnetwork we observe here may reflect a general

principle of cortical plasticity common to both.
EXPERIMENTAL PROCEDURES

For a complete description of the methods, see the Supplemental Information.

Animals and Surgery

All experiments were conducted according to the United Kingdom Animals

(Scientific Procedures) Act 1986 or were approved by the Veterinary Depart-

ment of the Canton of Basel-Stadt, Switzerland. We used age and sex

matched adult (P58–P200) male and female C57BL/6 mice or in a subset of

experiments, GFP-M (Feng et al., 2000) mice. Cranial windows were surgi-

cally implanted over the monocular primary visual cortex in ketamine-xylazine

anesthetized mice (Holtmaat et al., 2009). For experiments involving

GCaMP5, mice were injected with AAV2/1-ef1a-GCaMP5 during the crani-

otomy. Following surgeries, mice recovered for at least 18 days before exper-

iments. Monocular enucleation involved lidocaine application prior to surgical

removal of the eye.

Functional and Structural Imaging

Structural and functional imaging experiments were performed as

described previously (Keck et al., 2013). Briefly, imaging was performed

with a two-photon laser-scanning microscope. In functional imaging exper-

iments, a high power objective Z-Piezo stage was used to acquire volume

measurements. Awake experiments consisted of alternating 3 min blocks

in which the mouse either received coupled visual feedback—full field

gratings controlled by the movement of the mouse—or the screens were

off. This was followed by drifting gratings in eight directions (0–360 degrees

by 45 degree steps) presented in a random order, with a spatial frequency

of 0.04 cycles/degree and a temporal frequency of 2 Hz. The same

visual stimulus paradigm was used at each time point before and after

enucleation.

Data Analysis

All structural data were analyzed blind to the experimental condition, as previ-

ously described (Keck et al., 2013). Functional imaging data were full-frame

registered and regions of interest were chosen by hand from high-resolution

depth stacks (Keck et al., 2013). Neurons were considered visually responsive

if they had significantly more activity during visual stimulation than in darkness,

in the absence of locomotion.

After in vivo imaging, we sectioned the brains. Using fluorescent beads in-

jected in vivo for guidance, we reconstructed the neurons previously function-

ally imaged in vivo and performed immunohistochemistry to identify them as

positive or negative for either GABA or c-Fos (Kerlin et al., 2010), blind to the

in vivo activity profiles. Neurons were considered to be GABA/c-Fos positive

if somatic labeling was 20% greater than background levels. Following recon-

structions with GABA immunostaining, we used calcium transient kinetics of

inhibitory and excitatory neurons to train a regression tree classification algo-

rithm on a randomly selected half of the data set and then cross-validated it on

the other half of the data set, which was novel to the classifier. Performance on

this novel data set was 91% correct.

We computed the pairwise correlations between calcium traces of all

active neurons in the same cortical region and included cells with positive

and statistically significant (p < 0.05) correlation coefficients in our analyses.

Persistent correlations were significant both in baseline and 72 hr after

(sham) enucleation.

Electrophysiology

Acute slices were prepared from the visual cortex of adult mice following

enucleation or sham-enucleation and whole cell patch clamp recordings

were made from L2/3 cells in the monocular visual cortex, as described previ-

ously (Keck et al., 2013).

Statistics

Comparisons were made using parametric (t test, ANOVA with Holm-Sidak

post hoc test, repeated-measures ANOVA with post hoc test) or non-para-

metric (Mann-Whitney rank sum, ANOVA on ranks) statistics where appro-

priate. Correlation coefficients were calculated with a Spearman’s rank

correlation coefficient.
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Hübener, M. (2008). Massive restructuring of neuronal circuits during func-

tional reorganization of adult visual cortex. Nat. Neurosci. 11, 1162–1167.

Keck, T., Scheuss, V., Jacobsen, R.I., Wierenga, C.J., Eysel, U.T., Bonhoeffer,
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Figure S2, related to Figure 2 – Properties of recovering and inactive cells, 

GCaMP5 expression  

A) Activity of all excitatory neurons following enucleation (blue) or in control (black), 

normalized on a cell-by-cell basis to average activity measured prior to enucleation or 

sham-enucleation (Control versus enucleation: 12 hr, p = 0.027; 24 hr, p = 0.023; 48 

hr, p = 0.632; 72 hr, p = 0.814, t-test). B) Orientation selectivity index for recovering 

and inactive excitatory neurons (Recovering versus inactive, p = 0.233, t-test). C) 

Total activity for recovering and inactive excitatory neurons during locomotion 

(Recovering versus inactive, p = 0.750, t-test). D) Percentage of responses that are 

time locked to the onset of drifting gratings prior to enucleation (-1 hr) or following 

enucleation (72 hr), compared with random onsets, calculated by superimposing the 

timing of the grating stimuli on periods recorded in the dark prior to enucleation 

(Random) (-1 hr versus 72 hr: p < 0.001; Random versus 72 hr: p = 0.275, ANOVA 

with post-hoc test).  E) Activity for individual cells in the dark versus activity in the 

light, where each point is an individual cell, prior to (black) and 72 hr after 

enucleation (blue). Average difference between total light and dark responses before 

enucleation (0.32 ± 0.05) versus after enucleation (0.04 ± 0.03; p < 0.001, t-test). F) 

Average spontaneous activity (recorded while the animal was stationary in the dark) 

of recovering (filled) and inactive (open) excitatory neurons (Recovering 72 hr versus 

inactive 72 hr, p = 0.020, t-test). G,H) Left, example of a GCaMP5 expressing neuron 

after sectioning and reconstruction, with immunolabeling of GFP (top left). The area 

of the cell that contained fluorescent pixels above background fluorescence was 

normalized to the total area of the cell (bottom left). Scale bar, 5 µm. Right, fraction 

of the neuron that is fluorescent versus total baseline activity for inhibitory neurons (r 

= -0.01, p = 0.991, Spearman’s rank correlation coefficient) and H) excitatory 



neurons (r = 0.01, p = 0.930, Spearman’s rank correlation coefficient). I) Average 

fraction of the neuron that is fluorescent for GABA negative recovering (blue filled) 

and inactive (blue open) neurons (GABA negative: Recovering versus inactive, p = 

0.841, t-test) and GABA positive active (red filled) and inactive (red open) neurons 

(GABA positive: Active versus inactive, p = 0.915, t-test). J,P) Example of a 

GCaMP5 positive excitatory (J) or inhibitory (P) neuron from which 

electrophysiology recordings were made. Neurons were filled with AF 568 (left) and 

then labeled with an antibody against GFP (middle), merged images (right) were used 

to confirm the presence of GCaMP5. Scale bar, 10µm. K) Example action potentials 

from a GCaMP5 negative (left) or positive (right) excitatory neuron. Scale bar, 20 mV, 

100 ms. L,M,N,O) For GCaMP5 negative (black, n = 16) and GCaMP5 positive 

(green, n = 7) excitatory neurons, average action potential current threshold (L), 

average number of action potentials per picoAmpere (pA) of current injected (M), 

average resting membrane potential (N), and average input resistance (O) (GCaMP5 

positive versus GCaMP5 negative: Panel L, p = 0.701; Panel M, p = 0.429; Panel N,  

p = 0.678; Panel O, p = 0.673, t-test). Q) Left, example of multiple action potentials 

from a GCaMP5 positive inhibitory neuron. Scale bar, 20 mV, 100 ms. Right, 

example mEPSC traces from GCaMP5 negative (black) and positive (green) 

inhibitory neurons. Scale bar, 10 pA, 5 seconds. R,S,T,U) For GCaMP5 negative 

(black, n = 11) and GCaMP5 positive (green, n = 10) inhibitory neurons, average 

action potential current threshold (R), average number of action potentials per 

picoAmpere (pA) of current injected (S), average resting membrane potential (T), and 

average input resistance (U) (GCaMP5 positive versus GCaMP5 negative: Panel R, p 

= 0.724; Panel S, p = 0.842; Panel T, p = 0.450; Panel U, p = 0.297, t-test). V,W) 

Average mEPSC amplitude (V) and frequency (W) from GCaMP5 negative (black) 



and GCaMP5 positive (green) inhibitory neurons 72 hr after enucleation. (GCaMP5 

positive (n = 6) versus GCaMP5 negative (n = 6): Panel V, p = 0.162; Panel W, p = 

0.824, t-test). X,Y) Average mIPSC amplitude (X) and frequency (Y) from GCaMP5 

negative (black) and GCaMP5 positive (green) inhibitory neurons 72 hr after 

enucleation (GCaMP5 positive (n = 6) versus GCaMP5 negative (n = 6): Panel X, p = 

0.310; Panel Y, p = 0.788, t-test). Panels J-Y are in animals 72 hr post-enucleation. 

 







 

Figure S4, related to Figure 5 – Baseline activity, spatial distributions and 

common inputs are similar for inactive and recovering neurons and subnetworks 

A) Activity during baseline (average of activity at -24 and -1 hr) over all conditions 

(visual stimulation and darkness) for excitatory recovering (filled) and inactive (open) 

neurons (Recovering versus inactive, p = 0.749, t-test). B,C,D) For each excitatory 

cell, baseline activity (average of activity at -24 and -1 hr) versus (B) percentage of 

significant correlations with excitatory cell partners for that cell (r = 0.08, p = 0.486, 

Spearman’s rank correlation coefficient), (C) average correlation coefficient of all 

significant correlations with excitatory cell partners for that cell (r = 0.05, p = 0.654, 

Spearman’s rank correlation coefficient), and (D) summed correlation coefficients for 

all significantly correlated excitatory cell partners for that cell (r = 0.20, p = 0.095, 

Spearman’s rank correlation coefficient). E) Average distance of recovering (filled) 

or inactive (open) excitatory neurons to their correlated excitatory partners 

(Recovering versus inactive, p = 0.151, t-test), their correlated inhibitory partners 

(Recovering versus inactive, p = 0.749, t-test) and the combination of both excitatory 

and inhibitory partners (Recovering versus inactive, p = 0.506, t-test). F) Average 

correlation coefficient for recovering and inactive correlations measured in each 

behavioral condition normalized to the sum of the correlation coefficient in all 

behavioral conditions (to account for differences in average correlation coefficient in 

recovering and inactive cells). The normalized correlation coefficient was measured 

prior to deprivation (-24 and -1 hr) for recovering (filled) and inactive (open) 

correlations during behavioral conditions: drifting gratings (DG) viewed when the 

animal is stationary (Recovering versus inactive, p = 0.638, t-test), DG during 

locomotion (Recovering versus inactive, p = 0.350, t-test), when the animal is 

stationary in the dark (Recovering versus inactive, p = 0.652, t-test) and during 



 

locomotion in the dark (Recovering versus inactive, p = 0.666, t-test). G) Average 

correlation coefficient for persistent correlations prior to (black) and 72 hr after 

enucleation (blue) for each behavioral condition: drifting gratings (DG) viewed when 

the animal is stationary (-1 versus 72 hr, p = 0.976), DG during locomotion (-1 versus 

72 hr, p = 0.965), when the animal is stationary in the dark (-1 versus 72 hr, p = 

0.025) and during locomotion in the dark (-1 versus 72 hr, p = 0.486, n = 31, repeated 

measures ANOVA with post-hoc test). *p < 0.05. Error bars, S.E.M. 

 



Supplementary experimental procedures 

Animals  

All experiments were conducted according to the United Kingdom Animals 

(Scientific Procedures) Act 1986 or were approved by the Veterinary Department of 

the Canton of Basel-Stadt, Switzerland. Adult (P58 – 200) male and female mice were 

used for all experiments. All experimental controls were age and sex matched within 

experimental groups. Mice were housed in groups of four to five littermates in 

standard cages and kept on a 12 hour light-dark cycle. 16 (female, ages P58-P120 age 

matched) C57BL/6 mice were used for functional imaging experiments. 14 (male and 

female mixed and sex matched, ages P90-140 age matched) mice expressing 

enhanced green fluorescent protein (GFP) under the thy-1 promoter (GFP-M line, 

Feng et al., 2000) were used for structural imaging experiments. Electrophysiology 

experiments were conducted using C57BL/6 mice (Charles River, UK, male and 

female mixed and sex matched, ages P60-200 age matched). 

 

Surgery 

Cranial windows were surgically implanted over the right hemisphere of monocular 

primary visual cortex, according to previously described methods (Holtmaat et al., 

2009). Briefly, mice were administered with a pre-surgery analgesic (buprenorphine 

s.c. 0.1 µg/g of body weight) and then anesthetized with an i.p. injection of ketamine 

(0.15 mg/g of body weight) and xylazine (0.015 mg/g of body weight). A craniotomy 

was made over monocular visual cortex. A glass cover slip was positioned over the 

cortex and sealed to the surrounding bone with dental cement. For functional imaging 

experiments and experiments involving acute slices prepared from mice expressing 

GCaMP5, mice were injected with AAV2/1-ef1α-GCaMP5 before the glass cover slip 



was positioned. In both structural and functional imaging experiments, mice were 

allowed to recover for at least 18 days before the commencement of the imaging 

period. Monocular enucleation involved topical application of lidocaine to the area 

around the left eye under anaesthesia induced by ketamine-xylazine injection (dose as 

above) prior to surgical removal of the eye. Control ‘sham-enucleated’ mice were 

given time-matched anaesthesia. For functional imaging, we used intrinsic signal 

imaging to localize the monocular visual cortex as described previously (Keck et al., 

2013). For functional imaging, brief isoflurane sedation (approximately 10 seconds) 

was used to head-fix the mouse. The animal was then allowed to habituate to the 

setup before data acquisition commenced.  

 

In vivo structural and functional imaging     

Structural data were collected using repeated two-photon imaging (Denk et al., 1990). 

The illumination source was a Spectra Physics MaiTai BB laser with a DeepSee 

prechirp unit (Newport/Spectra Physics) set to 909 nm. Excitation and emitted light 

were delivered and collected through an Olympus 40× 0.8 NA water immersion 

objective. The average laser power delivered to the brain was < 50 mW. Scanning and 

image acquisition were conducted using Scanimage freeware (VidrioTech). Image 

acquisition parameters were: 64 × 64 µm field of view, 512 × 512 pixels, 0.5 µm step 

in depth between frames.   

 

Functional calcium imaging was performed with a custom built two-photon 

microscope. The illumination source was a MaiTai eHP laser with a DeepSee prechirp 

unit (Newport/Spectra Physics) or a Chameleon Vision S (Coherent). The excitation 

wavelength was set to 910 nm. The scanhead was based on an 8 kHz resonant scanner 



(Cambridge Technology), used in bidirectional mode. This enabled frame rates of 40 

Hz at 400 × 600 pixels. A high power objective Z-piezo stage (Physik Instrumente) 

was used in order to move the objective down in steps of approximately 20 µm 

between frames and return to the initial position after four frames. With this system, 

we acquired data at four different depths, reducing the effective frame rate from 40 

Hz to 10 Hz. Laser power was < 50 mW. We used a Nikon 16× 0.8 NA objective. 

Data were acquired with a 250 MHz digitizer (National Instruments) and pre-

processed with a custom programmed FPGA (National Instruments). 

 

Treadmill and visual stimulation  

The awake paradigm, treadmill and visual stimuli have been described previously 

(Dombeck et al., 2007; Keller et al., 2012). Briefly, head-fixed animals ran on a 

spherical treadmill while visual stimuli were presented on two screens arranged at 60 

degrees relative to each other in front of the mouse. This arrangement is intended to 

simulate visual flow similar to that experienced when running between two walls. 

Visual stimuli were full field gratings, the motion of which was controlled by rotation 

of the spherical treadmill. Experiments consisted of alternating 3 minute blocks in 

which the mouse either received coupled visual feedback or the screens were 

switched off. Each condition was repeated twice, followed by drifting gratings in 

eight directions (0-360 degrees by 45 degree steps) presented in a random order, with 

a spatial frequency of 0.04 cycles/degree and a temporal frequency of 2 Hz. The same 

visual stimulus paradigm was used at each time point before and after enucleation. 

 

Analysis of structural imaging data      



In vivo two-photon images of dendritic structures were analyzed in ImageJ (US 

National Institutes of Health) and custom written software in MATLAB (Mathworks). 

All analysis was done blind to the experimental condition on raw data in three-

dimensions. To calculate spine density, all spines that were clearly distinguishable in 

any imaging plane (including z) were counted. Density measurements were made 

from 31 branches (20 deprived and 11 control). Spine size was calculated as 

previously described (Hofer et al., 2009; Keck et al., 2013). Briefly, only spines that 

extended from the dendrite in the x-y plane were included. The spine intensity was 

background subtracted and normalized by the intensity of the adjacent dendrite to 

account for differences in overall intensity between imaging sessions. Only spines 

present at all time points were included in the analysis of size. The survival fraction 

was calculated as the fraction of spines that were present at the time point -1 hour 

prior to enucleation that were still present at each subsequent time point after 

enucleation. 

 

Analysis of functional imaging data 

Analysis of functional imaging data was conducted as described previously (Keck et 

al., 2013; Keller et al., 2012). Briefly, data were full-frame registered using a custom 

written registration algorithm. Cells were selected based on mean and maximum 

projections of the data by hand (typically the nucleus was excluded from the 

selection) and using high-resolution depth stacks to ensure that cells did not have a 

filled nucleus (Fig. S2G,H). Use of the maximum projection ensured the inclusion of 

all the active cells, even those that were not visible in the mean projection. Note 

however, that this biased our cell selection towards active cells. Fluorescence traces 

were calculated as the average fluorescence of pixels lying within the cell in each 



frame. To remove slow signal changes in raw fluorescence traces, the 8-percentile 

value of the fluorescence distribution in a ± 15 second window was subtracted from 

the raw fluorescence signal. ∆F/F0 signals were calculated by dividing the raw 

fluorescence signal by the median of each cell’s fluorescence distribution. Cellular 

activity was calculated using integrated fluorescence as described previously (Keck et 

al., 2013).  

 

Classification of visually responsive neurons 

Neurons were considered visually responsive if they had significantly more activity 

during visual stimulation (light) than in darkness, in the absence of locomotion. These 

neurons accounted for 20% of the acquired neurons (215/1081), but their activity 

constituted 87% of the total activity of all the acquired neurons, under all recording 

conditions. GCaMP5 detection limits are several action potentials per second with 

saturation at a few tens of action potentials per second (Akerboom et al., 2012). 

Visually driven responses below these rates may not be detected in our measurements. 

Activity was normalized to the average of the two baseline sessions for individual 

cells. The day-to-day variability of neurons in control animals was calculated as the 

percentage of neurons that was active (or inactive) on a given day, but not active (or 

inactive) on the subsequent imaging day. Following sensory deprivation, cells that 

were not active in the last 72 hour imaging session were classified as inactive, other 

cells were considered recovering. Orientation selectivity was calculated as previously 

described (Ko et al., 2011), and all orientations and directions were presented prior to 

and following enucleation to account for any potential changes in selectivity. In figure 

S2D, visually evoked responses occurred within 500ms of the onset of the stimuli. 



The frequency of the random responses was measured by superimposing the timing of 

the onset of the visual stimuli on periods when the animal was in darkness.  

 

Classification of excitatory and inhibitory neurons  

We sectioned and reconstructed the neurons previously imaged in vivo and performed 

immunohistochemistry to identify their cell type as GABA positive or GABA 

negative (Kerlin et al., 2010). At the end of the functional imaging experiment, we 

injected fluorescent beads adjacent to the imaged cortical regions. Animals were then 

sacrificed and the brain was fixed in 4% paraformaldehyde (PFA). In a separate set of 

mice, we injected the same AAV virus used in our functional imaging experiments, 

sacrificed the animals and performed immunohistochemistry to determine which 

specific inhibitory subtypes (i.e. somatostatin (SST), vasoactive intestinal peptide 

(VIP), calbindin (CB), reelin, parvalbumin (PV), calretinin (CR)) were labeled by our 

AAV virus. We found that all subtypes tested were labeled by our AAV virus (of 

GCaMP5 positive inhibitory cells SST 4%, VIP 12 %, CB 16%, reelin 16%, PV 14%, 

CR 12%). The following antibodies were used at the given concentrations: guinea-pig 

anti-GABA (1:500, Abcam), chicken anti-GFP (1:500, Millipore), mouse anti-

parvalbumin (1:500, Swant), rabbit anti-calbindin (1:1000, Swant), goat anti-

calretinin (1:500, Swant), mouse anti-reelin (1:250, MBLI), rabbit anti-VIP (1:200, 

Immunostar), rat anti-somatostatin (1:500, Millipore).  

 

We used an adapted version of a previously described protocol for 

immunohistochemistry (Kreczko et al., 2009). Horizontal brain slices (80-100 µm) 

were prepared from the visual cortex, washed 4 times in PBS (pH 7.4) and then 

incubated overnight at -20 ºC in 30% sucrose (in PBS pH 7.4). The following day 



sections were defrosted at room temperature and then rinsed 4 times (5 minutes each) 

in PBS. Sections were next transferred to -20 ºC methanol for 10 minutes before 

being rinsed 4 times (5 minutes each) in PBS. Sections were incubated in blocking 

serum (10% normal goat serum or 10% donkey serum, as appropriate) for two hours 

at room temperature. Blocking serum was then replaced with primary antibody 

(concentrations as above, in blocking serum) and slices incubated for one week at 4˚C. 

Following primary incubation, slices were washed three times (for 20 minutes each) 

with PBS containing 0.25% triton-X. Secondary antibodies were then applied to slices 

(diluted 1:500 in appropriate blocking serum: goat anti-mouse Alexa Fluor (AF) 633 

(Invitrogen), goat anti-rabbit AF 405 (Invitrogen), goat anti-rat AF 594 (Abcam), 

donkey anti-goat AF 555 (Abcam), goat anti-guinea pig AF 633 (Invitrogen), goat 

anti-chicken AF 488 (Invitrogen)) for two hours at room temperature. Next, sections 

were washed three times in PBS (15 minutes) before mounting in Mowiol 

(Calbiochem). Slices were imaged using a confocal microscope (Nikon) with a Nikon 

60× 1.4 NA oil immersion objective.  

 

Imaged regions were tiled using ImageJ to reconstruct the functionally imaged 

cortical regions, using the fluorescent beads for guidance. Neurons were mapped to 

the in vivo images from the functional imaging experiments by three independent 

experimenters or by using a custom written algorithm in Matlab. The presence of the 

GABA antibody in neurons in an identified region was quantified as a ratio of somatic 

signal intensity over background intensity, so that GABA positive neurons had a 20% 

greater somatic labeling than background levels. Cells were determined to be GABA 

positive or negative without knowledge of the in vivo activity profiles. 

 



The calcium transient kinetics of known inhibitory and excitatory neurons were then 

used to train a regression tree classification algorithm. To prevent any contamination 

from colliding calcium transients, we used isolated calcium events to train the 

classifier, which consisted of a mean of 13 ± 1 events per cell. We distinguished these 

isolated events by taking the first derivative of the smoothed calcium transient and 

identified a positive peak (with a threshold of 10% above baseline) that was not 

followed by a second positive peak for 10 seconds. Calcium transient shape 

parameters were first normalized to the mean of all cells in a given animal, then these 

values were log-normalized. We trained the classification tree on a randomly selected 

half of the dataset and then cross-validated it on the other half of the dataset, which 

was novel to the classifier. Performance on this novel dataset was 91% correct.  

 

c-Fos immunohistochemistry 

We sectioned and reconstructed the neurons previously imaged in vivo to use 

immunohistochemistry to identify GCAMP5 positive neurons as either c-Fos positive 

or c-Fos negative. At the end of the functional imaging experiment 72 hours after 

enucleation, we injected fluorescent beads adjacent to the imaged cortical regions. 

Acute horizontal slices of visual cortex were prepared from these animals and after 

recovery for four hours in artificial cerebral spinal fluid (ACSF) with 1 µM 

tetrodotoxin (TTX) saturated with 95% O2 / 5% CO2, the slices were moved to 1% 

PFA for 24 hours and then incubated overnight at 4 ºC in mouse anti-c-Fos (1:500, 

Santa Cruz). Following primary incubation, slices were washed three times (for 20 

minutes each) with PBS containing 0.25% triton-X. Slices were then incubated for 

two hours at room temperature in the anti-mouse AF 568 secondary antibody (1:1000, 

Invitrogen). For slices following electrophysiology experiments the secondary 



antibody was changed to anti-mouse AF 488 (1:1000, Invitrogen). After this, sections 

were washed three times in PBS (15 minutes) before mounting in Mowiol 

(Calbiochem). Slices were imaged and reconstructed as described above for 

GABAergic reconstructions. 

 

c-Fos Quantification 

The presence of c-Fos antibody in neurons in an identified region was quantified as a 

ratio of somatic signal intensity over background intensity, so that c-Fos positive 

neurons had a somatic signal that was at least 20% greater than background levels.  

Cells were classified as c-Fos positive or c-Fos negative blind to the in vivo activity 

profile for that cell. In a subset of experiments to quantify the density of c-Fos 

positive neurons, we counted the number of c-Fos positive cells in a known volume of 

visual cortex. 

 

Measuring neuronal correlations 

We computed the pairwise correlations between calcium traces of all active neurons 

in the same cortical region. Cells were considered to be correlated if the correlation 

coefficient was positive and statistically significant (p<0.05). The average and 

summed correlation strength, as well as the percentage of correlated neurons was 

calculated from statistically significant correlations. Persistent correlations were those 

that were significant both in the baseline and 72 hours after (sham) enucleation.   

 

Electrophysiology  

Deeply anaesthetized mice were transcardially perfused with 10 ml of 4 ºC dissection 

ACSF (in mM, 108 choline-Cl, 3 KCl, 26 NaHCO3, 1.25 NaHPO4, 25 D-glucose, 3 



Na pyruvate, 2 CaCl2 and 1 MgSO4 saturated with 95% O2 / 5% CO2). Coronal brain 

slices 300 µm thick were prepared (Vibratome 3000, Leica) from visual cortex. Slices 

were incubated for at least 60 minutes in a holding chamber before recordings were 

made at room temperature (24 ºC) in a recording ACSF (in mM, 126 NaCl, 3.5 KCl, 

25 NaHCO3, 1 NaHPO4, 25 D-glucose, 2 CaCl2 and 1 MgSO4 saturated with 95% O2 / 

5% CO2). Recordings were targeted to monocular visual cortex based on stereotaxic 

coordinates.  We recorded from L2/3 cells on a custom built microscope under 

infrared differential interference contrast microscopy. L2/3 pyramidal neurons were 

identified based on spiking properties and pyramidal shaped soma and recorded in 

voltage or current clamp mode, as appropriate (Multiclamp 700B, Molecular Devices), 

using Ephus freeware acquisition software (VidrioTech). In a subset of experiments, 

we reconstructed inhibitory cells and immunolabeled GABA to confirm the cell type. 

We did not correct for the liquid junction potential. Patch pipettes (4 – 7 MΩ) 

contained the following in mM: 130 KMeSO4, 8 NaCl, 2 KH2PO4, 2 D-glucose and 

10 HEPES. mEPSP recordings were made at resting membrane potential with 1 µM 

TTX and 10 mM Gabazine in the bath solution. Recordings were discarded if the 

series resistance varied by ± 15% or if the resting membrane potential or input 

resistance varied by ± 10% across the recording period. mEPSP recordings were 

filtered at 3 kHz and digitized at 20 kHz and analyzed blind to the experimental 

condition in the MiniAnalysis programme (Synaptosoft) according to previous criteria 

(Clements and Bekkers, 1997) so that the smallest detected event was 2.5 times the 

root mean square of the baseline noise. mIPSCs and mEPSCs were collected and 

analyzed as described previously (Keck et al., 2013). The ratio of the inhibitory to 

excitatory drive at L2/3 excitatory neurons was assessed in whole-cell mode using 

stimulation of horizontal L2/3 inputs with a concentric bipolar stimulating electrode. 



L2/3 neurons were held at either – 70 mV or +10 mV and extracellular stimulation 

consisted of 1 ms current pulses with a stimulation intensity set to 50% of the 

intensity that evoked the maximum EPSP amplitude. Neuronal excitability was 

recorded in the presence of bath-applied synaptic blockers (20 µM 6-cyano-7-

nitroquinoxaline2,3-dione (CNQX), 50 µM  2-amino-5-phosphonopentanoate acid 

(APV), and 10 mM Gabazine) by somatic injection of a 500 ms depolarizing current 

step in increments of 10 pA. The slope was calculated from the linear component of 

the input-output function. Passive membrane properties were estimated from -100 pA 

current injections, based on the membrane deflection and time-course of decay to 

baseline membrane potential. For c-Fos excitability experiments, current injection 

was increased in 10 pA increments until a single action potential was recorded, at 

which point the pipette was withdrawn. For all c-Fos electrophysiology experiments, 

following recording, the slice was fixed overnight in 1% PFA and 

immunohistochemistry was performed the following day. 

 

Statistics 

All statistical analysis was performed either in Matlab or SigmaPlot v.12. 

Comparisons were made using parametric (t-test, ANOVA with Holm-Sidak post-hoc 

test, repeated measures ANOVA with post-hoc test) or non-parametric (Mann-

Whitney Rank Sum, ANOVA on ranks) statistics where appropriate. Correlation 

coefficients were calculated with a Spearman’s rank correlation coefficient.  
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