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Model Evaluation Criteria (Scoring Function)

Evaluating Local Stereochemistry, Tertiary Folds, and Contacts We utilize a suite of tools
consisting of Verify3D (Luthy et al., 1992), PROCHECK (MacArthur et al., 1993), ERRAT (Colovos
and Yeates, 1993), ProSA (Sippl, 1993), and MolProbity (Davis et al., 2007). Note that it is possible for a
structure to get perfect scores in local stereochemistry checkers like PROCHECK but have poor tertiary
structural folds and get bad scores in global correlation tools like Verify3D, ERRAT, ModEval etc. On
the other hand, there are high resolution structures deposited in the PDB database which contain local
errors and have poor PROCHECK score. So, we consider a model as high quality only if it scores well in
each of the validation tools. Note that, PDB evaluation suite ADIT, Modeval (Shen, 2006) and Qmean
z-score (Benkert et al., 2011) were used for independent validation of the final model, but not used during
the scoring and search.

Evaluating Quaternary Contacts/Protein-Protein Interactions When the protein is in com-
plex, then the quaternary structure quality, i.e. the quality of the interface between the proteins must
also be considered. We use five scoring terms which can be efficiently computed. The first two terms,
clash and severe clash, compute the number of atoms of one protein whose center lies, respectively, too
close and inside the VDW volume of any atom of the other (See Figure S1A for an example). Good
crystal structures typically have no severe clashes, and fewer than 10 clashes. The third scoring term,
interface area, is computed as the part of the molecular surface of one protein which is within 2A from
any point on the molecular surface of another protein (Figure S1B). Interface area can vary a lot depend-
ing on the type of the proteins involved and approriate thresholds must be calibrated (see calibration
in the Results section and Figure S2). The last two terms are statistical residue-residue contact scores,
computed based on contact potentials for each residue-residue types reported by Glaser et al. (Glaser
et al., 2001), where positive and negative potentials indicate, respectively, higher and lower probability
of the finding such contact on an interface. These scores were applied in (Chowdhury et al., 2013) and
successfully ranked native interfaces, especially for antibody-antigen complexes.

Evaluating Quality of Fitting We used two scoring terms, ETR and MIS, to evaluate the quality
of fitting of a model to an EM-map. The external-total ratio (ETR) (Pettersen et al., 2004) is defined
as —Nyyut/N where N,y is the total number of atoms of the model which lies outside a given isocontour
of the density map, and N is the total number of atoms. Lower ETR indicates better fitting (see Figure
S1C). The mutual information score (MIS) (Shatsky et al., 2008; Vasishtan and Topf, 2011), is given

by MIS =Y, cp>,cap(e,y)log (p’(’gﬁ;)) where p(x) and p(y) are the percentage of voxels in the

volumetric representation of the model B and the density map A that take on intensities equal to x and
y respectively and p(z,y) is the percentage of voxels in B with intensity x that are aligned with voxels
in A with intensity y. Essentially, MIS is maximized when the model has larger overlap with the map
(see Figure S1D).

Overall Score We have primarily two different types of scoring protocols for quality assessment. The
first, Sinternal, 1S @ set of scores to evaluate the stereochemistry and tertiary folds using a consensus of
several state of the art structure assessment tools. The send set of scores, developed by us, evaluates the
ternary interactions and fitting to a density map. The overall score for them are defined as-

Sinternal = 9(¢—1p) T G(all) + ZVerify3D + ZProSA + ZMol Probity + ZERRAT

and

Sexternal = Zel T 2RCP + 2RCON + 21A + 2ETR + 2M1S

where 9(p—b)> 9(all)s ZVerify3Ds ZProSA; ZMolProbitys YERRAT, Zcl, *RCP, RCN, ZIA; ZETR, ZMIS
are PROCHECK g-factors for ¢ — ¢ angles and for all angles, z-score of Verify3D, ProSA, MolProbity
and ERRAT’s composite scores, and z-scores of clash, positive residue contact, negative residue contact,
interface area, ETR and MIS scores respectively. The z-score for a term X is defined as (sx — ux)/ox
where sx is the raw score of the model, and ux and ox are the mean and standard deviation of the raw
scores over all structures, or a benchmark/control set of structures. See the next section for details on
the calibration of the composite score for modeling gp120.

The sum of the z-scores intuitively means that a model have to be better than average in all aspects
to be considered as accurate. Notice that some of the scoring terms are complementary to each other and



provide check and balance. Poor models may get better score in some terms, but not all. For example, a
model of gp120 which penetrates CD4 when placed at the correct orientation (derived based on 1GC1),
will get high scores for interface area and positive residue contacts, but will get penalized by clashes and
negative residue contacts.
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Figure S1: (Correspond to Fig 1 and Materials and Methods of main paper.) (Top row) Illustration of scoring terms and
controls/calibration In (A), we show two different models of gp120, and their interface with CD4 (yellow). The blue model
was generated by Swiss-model (Schwede et al., 2003) using 1GIN:G as template, and our optimized model is shown in red. (B)
comparison of the binding footprints of CD4 on two different gp120 models. The one on top is a model generated by Swiss-model
(Schwede et al., 2003) using the PDB 3IDY as template, the one at the bottom is our final model. (C) provides a graphical
understanding of external total ratio (ETR) which measures the fraction of atoms of a model lying outside a isosurface of the
density map. We used the recommended isovalue (1.0) (Liu et al., 2008) and rendered with transparency so that atoms lying
outside will be distinguishable from those inside. The blue model was generated by Swiss model using 1GC1 chain G as template
and the V3 loop is almost completely outside the isosurface. Our optimized model, shown in red, has only a few atoms outside
the isosurface. In (D), we compare two models in terms of how much of the density map they are covering. The model on top
is actually a crystal structure (1GC1:Chain G) and has poor MIS 53.78 compared to the model below (optimized model) whose
MIS is 64.39. (Bottom Row) Controls and calibration of scoring methods. Our control or benchmark consist of 20 gp120
structures from the PDB. They are listed by their PDBIDs in the tables. The table in (E) details the z-scores for each term in
Sinternal- LThe rows beside ‘Control’, describe the min, max, mean and standard deviation of the z-scores of the 20 models in the
control set. At the bottom of the table, the mean (avg) and standard deviation of scores for models with different resolutions,
as reported in (Bhattacharya et al., 2007), are given. On average, the scores for the models in our benchmark correspond to the
low-resolution (< 3.5A) class and agrees with the actual resolutions (shown in the last column of the table). Also, the sum of
z-scores (i.e. Sinternal) for individual models in the control set, have a high correlation with corresponding actual resolutions.
Hence, Sinternal is a statistically sound metric for tertiary structural and stereochemical quality. The table in (F) reports the
interface and fitting based scores (Sexternal). Again, notice that the overall score is highly correlated with whether or not the
gp120 model is in a co-crystallized state with CD4 and/or 17b (mentioned in the last column of the table). Hence, the validity
of the interface and fitting based scores to distinguish correct interface/neighborhood is also established. Finally, the star, check,
exclamation and cross icons visually highlight scores which are > p + 20, > pu+ o, > p and < p respectively.



Details on calibration of scoring and search protocols

Benchmark preparation and z-score computation The success of any prediction algorithm, which
optimizes a specific scoring scheme and /or uses some type of statistical evaluation of the prediction, hinges
on the quality of the scoring scheme. One must ensure that the scoring metric has significant statistical
correlation to ground truth. Bhattacharya et al. (Bhattacharya et al., 2007) prepared a benchmark of
crystal and NMR structures with less than 50% similarity with each other and computed PROCHECK
g-factors, Verify3D, ProSA and MolProbity composite scores. The composite scores were converted to
z-scores defined as the number of standard deviations the score of a specific structure is from the mean
score across the benchmark. Finally, they plotted the distribution, mean and standard deviation of the
z-scores for structures with different resolutions. This provides a nice way to evaluate if the score of a
given model lies within the range of say structures having < 3.5A resolution (see bottom-left part of Fig
S1(E)).

For the other terms, we use our own benchmark to compute the z-scores. We collected 20 structures
of gp120 deposited in the PDB and computed raw scores for the other terms. Then the mean (u), min
(m), max (M) and standard deviation o of these raw scores were used to define z-scores. Usually, a
model with an average score gets a z-score of 0 by definition. However, complete gp120 models will
have more than 100 extra residues as compared to the partial models in the control set. The interface
area, MIS (which is maximized when larger portion of the density map is covered by a model upon
fitting) and residue-contacts (negative and positive) for the complete models are thus expected to be
higher than all the models in the control set. Hence, we use the extreme values of the control set as
the expected value while computing z-scores for these terms. For example, the z-score for MIS, zps5g, is
defined as (sprrs — Mars)/omrs (see Fig S1(F)). Note that as far as ranking and comparison of models
are concerned this is no different from using the mean.

Calibration of scoring metrics and thresholds Bhattacharya et al. (Bhattacharya et al., 2007)
prepared a benchmark of crystal and NMR structures with less than 50% similarity with each other and
reported the mean and variance of PROCHECK g-factors, Verify3D, ProSA and MolProbity composite
scores. We verified if the distribution of the scores reported in (Bhattacharya et al., 2007) accurately
represent the quality of the structures in our control set (see Fig S1A). We found that most of the
structures in our benchmark had scores which lie within 20 from the mean score (u) for structures in
the low-resolution class (Bhattacharya et al., 2007) of PSVS (resolution between 2.5 —3.5A). The actual
resolution of the structures in our set (shown in the resolution column in Fig S1E) ranges from 1.89
to 3.51, and hence the z-scores and ranges prescribed by PSVS are validated. More importantly, we
found that S;nterna; can correctly distinguish between low and high resolution crystal structures within
the control set. The Pearson correlation coefficient of S;,ternq; @and corresponding resolutions across the
20 models is -0.5927 which corresponds to a tail probability of 0.006175. The correlation is statistically
significant and hence if the siyterna; 0f @ model is higher than the average value (-8.14) of the control
set, we can accept it, with high confidence, as a high resolution and stereochemically accurate model.
Models which at are within 1 standard deviation and 2 standard deviations away from this average are
considered medium and low quality models. Models with even lower scores are completely unacceptable.
In some tables these classifications are shown using star, check, exclamation and cross icons.

The objective of Septerna; is to distinguish between correct and incorrect interfaces/sites offered to
the binding partners (e.g. CD4 and 17b), and correct and incorrect conformations for fitting/alignment
to the EM map. The last column in Fig S1F shows which gp120 models were co-crystallized with CD4
and 17b and hence have a correct site topology. The correlation between this labeling and sezternar iS
0.7363 and is statistically even more significant.

In conclusion, if a model is rated as high quality under both S;nternai and Sezternal, then the model
is indeed high quality with high probability.

Search protocol calibration
Our multi-resolution docking/fitting algorithm and scoring/ranking scheme was validated by applying

it to predict the correct binding interactions with gp120 and other molecules from a large set of co-
crystallized structures. We first compute the best fitting of 1GC1, a complex that includes gp120 core,



CD4 and 17b, to the density map EMD5020. Then, for each crystal structure, we computed the best
rigid body transformation which would align the gp120 chain to the fitted gp120. The transformation
was applied to the entire structure (including other chains like CD4, 17b etc.). After the alignment,
we kept the position of gpl20 fixed, and created a copy of the other molecules and applied a random
transformation to each. The randomly moved molecule is used as ligand, and the fixed gp120 is used
as receptor for our multiresolution docking prediction tool. The position of the other molecule before
applying the random transformation is considered the native state. If a predicted pose is within 4A
RMSD from this reference state, then the prediction is considered acceptable.

gpl120-17b First Near-Native Pose Best Pose
Receptor(PDBID-Chain)  Ligand(PDBID-Chain) Rank RMSD Rank RMSD

1GO9M-G 1G9M-HL 71 4.1 441 3.3
1GIN-G 1GI9N-HL 1 1.3 1 1.3
1GC1-G 1GC1-HL 1 2.4 13 2.1
1RZJ-G 1RZJ-HL 1 1.7 1 1.7
1YYL-G 1YYL-HL 1 2.3 168 1.4
1YYM-G 1YYM-HL 1 0.9 1 0.9
215Y-G 215Y-HL 1 14 1 14
2160-G 2160-HL 1 2.3 152 1.5
2NXZ-A 2NXZ-CD 7 2.1 19 1.8
2NY0-A 2NY0-CD 1 2 1 2
2NY1-A 2NY1-CD 1 1.3 1 1.3
2NY2-A 2NY2-CD 1 1.5 1 1.5
2NY3-A 2NY3-CD 1 2.2 1190 2.1
2NY4-A 2NY4-CD 1 1.8 31 1.6
2NY5-A 2NY5-CD 1 2.1 1 2.1
2NY6-A 2NY6-CD 56 4.7 276 1.7

Table ST1: (Correspond to Protocol Calibration section of main paper.) Performance of multi-
resolution docking (F2Dock + PF3Fit). on predicting 17b binding. Result of applying
F2Dock+PF3Fit to predict the orientation of 17b w.r.t. gp120. Both 17b and gpl120 were extracted
from co-crystallized structures available in the PDB. The co-crystallized structure was fitted to the den-
sity map. Then, given a randomly transformed 17b and keeping gp120 fixed at the fitted position, the
docking protocol predicted the orientation of 17b which maximizes a scoring term similar to Segzternal
mentioned in the text. A predicted pose was considered acceptable (near-native) if it was within 4A
RMSD of the fitted position of 17b (before it was randomly moved). The rank of the first such pose, in
the ordered list of predictions, and its RMSD is reported in the table. The best pose, on the other hand,
is defined as the pose with the lowest RMSD across the first 2000 predictions. Notice that our docking
protocol successfully predicted a near-native pose as the top-ranked solution in 13/16 cases. Hence, it
is strongly validated that the scoring method clearly distinguishes between native and non-native poses,
and the algorithm successfully samples the conformational space to find the native conformation. Also,
in most cases, the top solution is the best solution as well.

For each of the complexes, we applied the above protocol and observed the rank and RMSD of the
first acceptable prediction. An acceptable solution at high rank indicates that the scoring functions
are capable of discriminating between native and non-native poses. A low RMSD indicates that the
conformational space is sampled sufficiently.

Our docking protocol successfully predicted a near-native pose as the top-ranked solution in 13/16
cases for gp120-17b interactions and 11/16 cases for gp120-CD4 interactions (with 3 more cases having
a correct solution within top 10). In 18 out of the overall 32 cases, our method picked the lowest RMSD
solution as the top solution. Hence, it is strongly validated that the scoring method clearly distinguishes
between native and non-native poses, and the algorithm successfully samples the conformational space
to find the native conformation. Tables ST1 and ST2 provide further details.



gpl120-cd4 First Near-Native Pose Best Pose

Receptor(PDBID-Chain)  Ligand(PDBID-Chain) Rank RMSD Rank RMSD
1GOM-G 1G9M-C 1 1.3 1 1.3
1GI9N-G 1GIN-C 116 3.7 116 3.7
1GC1-G 1GC1-C 1 1.6 1 1.6
1RZJ-G 1RZJ-C 1 1.2 1 1.2
2B4C-G 2B4C-C 4 2.6 4 2.6
2NXZ-A 2NXZ-B 1 1.2 1 1.2
2NY0-A 2NY0-B 1 0.8 1 0.8
2NY1-A 2NY1-B 1 2.4 2 0.9
2NY2-A 2NY2-B 1 1.2 1 1.2
2NY3-A 2NY3-B 1 1.7 1 1.7
2NY4-A 2NY4-B 1 1.5 1 1.5
2NY5-A 2NY5-B 1 1.5 1 1.5
2NY6-A 2NY6-B 4 1.9 4 1.9
2QAD-A 2QAD-B 1 1.9 1 1.9
3JWD-A 3JWD-C 9 3 9 3
3JWO-A 3JWO-C 0 10 0 10

Table ST2: (Correspond to Protocol Calibration section of main paper.) Performance of multi-
resolution docking (F2Dock + PF3Fit) on predicting CD4 binding An experiment similar to
the one reported in Table ST1 with CD4, instead of 17b. Again, we get a near-native solution at rank
1in 11/16 cases and within rank 10 in 14/16 cases. 3JWO is the only case where our method could not
find any near native solutions.



Detailed description of different stages of the modeling protocol
applied to gp120

Quality of initial stage template-based models Swiss-model Schwede et al. (2003) and I-TASSER
Roy et al. (2010) are two state of the art protein modeling software that have additionally performed
well at CASP challenges. When we tried to generate models using UniProtKB sequence P04578 (the
same sequence as 1GC1:Chain G) to produce models which contained the variable regions, the sequence
alignment and template identification tools picked 3JWD and 4NCO as templates. However, neither
the model produced by Swiss-model nor the 5 models produced by I-TASSER scored within 2 standard
deviations of the expected Seqternal and Sinternar values. Then, we generated more models (61 in total)
by manually selecting different templates (gp120 cores from different crystal structures). Figure S2A-B
shows a superposition of all the models generated in this stage.
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Figure S2: (Correspond to Figure 1, and the section titled ‘Modeling gp120 in complex with CD4 and 17b’ in the main paper)
(Top Row) Superposition of initial stage models produced by Swiss-Model (Schwede et al., 2003) (A) and I-TASSER (Roy et al.,
2010) (B), and spliced models (C) created by assembling top ranked cluster representative for each fragment. Notice that the
V1V2 loops in most ' TASSER model comes close to the gp120 core and shields the CD4 binding site. Such models score poorly
under our Segternal Score which penalizes models that does not offer suitable binding interfaces for CD4 and 17b, and also because
they are generally protrude outside the chosen isosurface of the density map. Models for the start/end sections of the gp120 chain
produced by I-TASSER were also poor in terms of fitting with the density map. (Bottom Row) Distribution of the quality of the
models generated during different pahses (more details in Figure S3). We plotted the distribution of models generated by direct
application of Swiss-model (Schwede et al., 2003) and I-TASSER (Roy et al., 2010) with different templates (stage 1), the models
made by selected assembly (stage 2), the optimized models (stage 3) and crystal structures (control) in terms of seyternat (D),
Sinternal (E), and free energy z-score (F). The distributions show that the optimized models get, in general, similar scores as
crystal structures. Swiss models and spliced model distributions are slightly lower quality.

In Figure S2D-F we have plotted the distribution of these models and compare the distribution
with the crystal structures in our control set with respect to the range of Scuternar and Sinterna; values.
The plots show that the I-TASSER models are in general poorer quality under both the scoring terms.
Swiss models on the other hand have better scores, but S;nternar is still not close to the crystal structures.
Actually there was only one swiss-generated model which was assessed as low quality in terms of S;nternal,
and every other model was assessed as unacceptable. Also there was only 1 medium and 1 low quality
model in terms of Seyternai- See Tables ST3 and ST4 for details. Energetically, however, the -TASSER
models have lower solvation energy (Figure S2F). We noticed that in most of the I-TASSER models, the



# of models
Average >pu+20c >pu+o >u <p
Swiss (Stage 1) -27.86 0 0 1 19
I-TASSER (Stage 1) -48.57 0 0 0 35
Spliced (Stage 2) -8.05 0 2 5 41
Optimized (Stage 3) -6.39 4 1 0 0
x-ray Structures (Control) | -8.14 10 7 3 0

Table ST3: The second column of this table reports the average s;nternar scores of all models generated
in different stages of the pipeline. The last four columns reports the number of models whose scores are
>u+20, > p+o0, > pand < prespectively. Please refer to the section on calibration of the pipeline
for details on the computation of u and o.

# of models
Average >pu+20c >u+o >p < p
Swiss (Stage 1) -10.93 0 1 1 10
L TASSER (Stage 1) 50.25 0 0 0 35
Spliced (Stage 2) -9.09 0 14 13 21
Optimized (Stage 3) -5.24 2 0 0 4
x-ray Structures (Control) | 0.65 3 11 1 5

Table ST4: The second column of this table reports the average segternai Scores of all models generated
in different stages of the pipeline. The last four columns reports the number of models whose scores are
> u+20, > p+ o, > pand < p respectively. Please refer to the section on calibration of the pipeline
for details on the computation of p and o.

V1V2 loop conformation brought it close to the core, introducing clashes with CD4 and disagreement
with the EM map as evidenced by poor ETR, clash and MIS scores (see Figure S3), but increasing the
contacts and interface area and also lowering the energy. This highlights the fact that unless the EM
density map and/or the neighboring proteins are considered at while modeling a protein, the resulting
low energy state may not be the native one.

Note that we have also attempted an alternate apporach where the bound configuration of gp120,
CD4 and 17b (from 1GC1) together were used as templates to achieve better segternar by ensuring fewer
clashes with CD4 and 17b. However, these attempts produced even worse results (I-TASSER), or no
results at all (Swiss-model).
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Figure S3: (Correspond to Figure 1, and the section titled ‘Modeling gp120 in complex with CD4 and 17b’ in the main paper)
Comparison of the distribution of models for individual terms in s;pternal and Sczternal- (In top-bottom, left-right order)
PROCHECK g-factor (¢ — 1), PROCHECK g-factor (all), MolProbity clash z-score, ProSA II z-score, Verify3D z-score, ERRAT

z-score, Clash, interface area, positive residue contacts, negative residue contacts, external total ratio and mutual information
score z-scores

Quality of fragments and models generated by fragment assembly Each of the initial models
were decomposed into fragments (core, VIV2, V3, V4, C-termini and N-termini). Then the fragments
were clustered based on similarity under TM-score Xu and Zhang (2010). Some clusters for V1V2 and
the four selected structures are shown in Figure 1(A-B) of the main text. Interestingly, we found that
even though an initial model scored poorly, it might contain a fragment which is locally quite feasible
and gets a high score when considered on its own.

Since all the component fragments are already fitted into the density map in their correct relative
orientations, assembly does not require any major reconfiguration. However the structures are not
stereochemically sound as the bond lengths/angles at the joint are too far from ideal (see Figure 1C
in the main text for example). However after local structural refinement and energy minimization, the
stereochemical and energetic quality of the models are significantly improved. AlSo, Segzternal SCOTES are
better than initial model, which is unsurprising given the procedure of fragment selection employed in
our protocol. Please see Tables ST3 and ST4 for a summary of the scores, as well as Figures S2D,E.
Figure S2C shows a superposition of all the spliced models.

We clustered the spliced models based on TM-scores and then selected six models which were in
different clusters. Among the cluster representatives, two (Model31 and Model56) were rated medium
quality, 1 model (Model25) was rated low quality, and the other three (Model20, Model23 and Model35)
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Figure S4: (Correspond to Figure 1-3, and the section titled ‘Modeling gp120 in complex with CD4 and 17b’ in the main paper)
Closer look at the optimized models. (A) Structure of the six models which got selected, based on clustering and a combined
Sexternal + Sinternal Score, for energy minimization and optimization. (B) presents a summary of the Sczternal scores for the
optimized models. Notice that both Model31 and Model35 scored very high. (C) presents the s;nternar Of the optimized models.
All but one model scores very high and hence must have excellent stereochemistry and comparable to x-ray models with resolution
between 2.5 to 3.5A (please see the section on protocol calibration in this supplement). (D-G) Binding site analysis visualized.
Left two figures (D,E) show likelihood of each point on the surface of Model31 and Model35 of being on the CD4 binding site (as
predicted by docking). Each point on the surface of the models are colored by the probability of it being at the binding interface,
where blue-red gradient (like a rainbow) is used to show high-low probabilities. Model31 shows higher affinity at the correct site.
The right two figures (F,G) show the 17b binding sites. Both models have high probabilities near the correct site. Model31 also
have slightly lower probability of binding at the b12 epitope as well, which is not desired. Model35 on the other hand have a very
focused predicted site, but slightly offset from the correct site. Note that in all the pictures the correct location of the binding
sites is implied by rendering the CD4 and 17b chains (as ribbons) in their native poses.

were rated unacceptable. These six models are shown in Figure S4A. Note that poorer models were
also selected to ensure diversity, and in fact Model35 became high quality after co-optimization further
energy minimization (see next section).

Quality of models after co-optimization We first applied our docking Chowdhury et al. (2013)
and fitting Bettadapura et al. (2012); Bajaj et al. (2013) protocols to improve the relative configuration
of gp120, CD4 and 17b with each other as well as with respect to the EM map EMD5020. As a result,
the score for almost all the terms improved significantly. Breakdown of the scores for each term for each
of these models are contrasted with the average scores of models from previous stages in Figures S4B-C.
These data also reveal that all the optimized models have very good energetics and s;pternar SCOTES.
However, two models (Model20 and Model23) have quite poor Sezternal SCOTES.

Model31 and Model35 both are assessed as high quality in terms of both s;nterna; and Sezternal SCOTES,
and considered medium quality in terms of energy. Note that high quality means that they scored better
than average crystal structures in our control, and according to the calibration and correlation mentioned
before, their qualities are equivalent to resolutions better than 3.5A. However, our binding site analysis
(see next section) revealed that Model31 was better than Model35 in terms of the binding interface offered
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to CD4 and 17b. So, Model31 was was further refined using side-chain repositioning at the interfaces to
remove any clashes and improve residue contacts. The quality of this final model is described separately
in a later section.

Binding site analysis The binding site analysis was performed by docking (using F2Dock Chowdhury
et al. (2013)) CD4 and 17b with the optimized models, and F2Dock reports the top 1000 possible binding
poses. We define the parts of the surface of gp120 which is in contact with the CDR loops of CD4 and
17b in a docking pose as the footprint/site of that particular pose. For each point on the surface of
gp120 model, we compute the ratio of the number of poses whose footprint includes the point, and the
total number of poses as the probability of that point being on the binding site. The binding site score
is then defined as the sum of the probailities of all the points on the surface which would be in contact
with CD4 (or 17b) in their native poses. In other words, a model which has high likelihood of having
the binding site at the correct region, scores high. Model31 had more specificity near the correct CD4
and 17b binding sites compared to model35 (see Figures S4D-G for a visualization) and was reported as
the final model.
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Detailed quality assessment of the final model

Here, we first detail the quality assessment scores of the final model under the metrics used in our
protocol. Then, for independent verification, we report further validation scores based on other metrics
which have not been used in the protocol. Note that, unless specified otherwise, all scores reported here
pertains to the entire trimeric complex.

Ramachandran plot analysis by Procheck MacArthur et al. (1993) showed 89.6% residues in most
favored, 7.6% in additionally allowed, 1.4% in generously allowed and only 1.4% in disallowed regions.
A summary plot is given in Fig S5A. Overall Procheck g-factor is -0.22 for ¢ — ¢ angles only and
—0.04 for all, both of which is extremely favorable and correspond to high resolution (< 2A4) structures
Bhattacharya et al. (2007). In total 10 band-contacts were reported and 3.6% residues were found to
have bad planarity.

Comparison with set of PISA

normalised QMEANE score

|2-score|<1
<2

© SSE agree: -1.40
re AGC agree: -1.32
T T

© NNNNNNN

T T
500 1000 1500 2000 2500

protein size

Figure S5: (Correspond to Figure 1 and the section on model quality assessment in the main paper) (A) Summary Ramachandran
plot of the final model of the trimer. 89.6% residues are in most favored, 7.6% in additionally allowed, 1.4% in generously
allowed and only 1.4% in disallowed regions. (B) The Qmean z-score (Benkert et al., 2011) of the final model of the trimer of
gpl120+CD4+17b is -1.666. In the figure, each circle represents an x-ray model and the red cross represents our model. In the plot,
our model lies in the range where models have average level of confidence. (C) the surface of the model (1 part of the trimer) is
colored based on ANOLEA score (Melo et al., 1997). Only small segments have poor quality which is quite expected, primarily
since those regions are far from CD4 and 17b and hence fewer constraints are available to improve their qualities.

Prosall Sippl (1993) composite score for the model is 0.76 which is also representative of high res-
olution structures Bhattacharya et al. (2007). MolProbity Davis et al. (2007) composite score for the
model is 30.44 (z-score -3.70), which in general indicates that a model is in the low resolution range.
However, we note that among existing x-ray models of gp120, 1G9M, 1GI9N, 1GC1, 1RZJ and 3RJQ all
have worse MolProbity scores. Verify3D Luthy et al. (1992) reports that more than 71% of the residues
have a 1D-3D score above 0.2, which is in acceptable range according to Verify3D’s guidelines.

We used the PDB validation software (ADIT), Modeval Shen (2006) and Qmean z-score Benkert
et al. (2011) to provide independent validation of the quality. PDB validation software (ADIT) reports
RMS deviation for bond angles at 0.7 degrees and bond length deviation of 0.003A, both of which is
quite acceptable. ModEval Shen (2006) predicted an RMSD of 3.378 (for the gp120 chain only). The
Qmean z-score was -1.666 which is within the acceptable range for a protein of this size. A plot showing
the quality of our model with respect to existing x-ray models in terms of Q-mean z-scores in given in
Figure S5B. The model, colored by per residue error under the ANOLEA Melo et al. (1997) score, is also
shown in Figure S5C.
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Supplementary discussion regarding implication of the final model

Configuration of the V1V2 loops with respect to antibodies binding at CD4bs

We computed the footprint of different antibodies whose x-ray structures in bound state with gp120
(core or complete) are available. We transformed the bound gpl20-antibody complex such that the
gpl20 chain aligns with our gpl20 model. A detailed list of the number of contacts and clashes for
different antibodies is reported in Figure S6A.

A Source #of atoms #of atoms Legand
Epitope Antibody Model in contact In clash IO} 17 Hggsycgﬁ;:nugz; Green
CD4 new model 169 0 z Gp120:Dark Green
NIH45-46 4J DT 161 8 XLinks: chain of balls
Around NIH45-46 3U7Y 241 8
CD4Sbi'£d "9 pevos 335M 189 7 N
PGV04 3SE9 241 7 7]
VRCO03 3SE8 355 39 <
17b new model 135 0
Around 48d 4DVR 131 1
17b binding 48d 3JWD 172 1 3
site PGT122 4ANCO 70 3 o
X5 2B4C 87 2
b12 2NY7 573 117
b13 3IDX 524 128
Others b13 3IDY 507 125 4
f105 3HI1 539 156 -
PG9 3U2s 90 36

ARG ASP GLU LYsS

View from
the inside View from
the outside
(90 rotation N241/
around the
trimer symmetry
axis)

Figure S6: (Correspond to Fig 5 and 6 of main paper) Implications derived from the model. (A) Comparison of the
footprint of different antibodies on our gpl120 model. The antibodies are grouped by their epitope. The last two columns report
the number of atoms of gpl120 which come in contact with the antibody, and the number of atoms of gp120 which clash with
the antibody. Two atoms a and b are considered to be in contact if the distance between their centers is less than r, + r, + 1
where 7, and 7, are the radii of the atoms. Two atoms are considered to be clashing if the distance between their centers is less
than min(r,,p). The contacts and clashes with the antibodies were computed after aligning our gp120 model to the x-ray model
containing the antibody bound with gp120 (core or complete). As expected, antibodies that bind to the b13 and f105 epitopes
have heavy clash with the V1V2 loop, since in our model the loop partially occludes these epitopes. But the interesting aspect
is that all antibodies which bind at the CD4 binding site, also have clashes with the V1V2 loop. So, the V1V2 loop must be
in a different configuration when gp120 binds with these antibodies. For example, in EMD5021 Liu et al. (2008), we see that
when b12 binds with gp120, the V1V2 loop stays in a similar ternary configuration as seen in the unliganded state. (B)The
computationally predicted inter-domain (gp120-CD4, gp120-17b and CD4-17b) crosslinks are shown. Each crosslink is shown as
a series of contiguous balls, and the actual molecules are shown only using sticks (each stick representing a bond). Colors of the
crosslink are only meant to keep a distinction between them, and do not carry any other meaning/interpretation. The figures are
arranged like a matrix where each cell represents crosslinks between residues of the types indicated beside the row and column.
For example, the second from left figure in the bottom row shows crosslinks between LYS and GLU residue types. We observe a
large number of crosslinks between the V1V2 region and CD4, as well as the V3 region and the light chain of 17b; but very few
crosslinks between 17b and the V1V2 region. (C) Comparison of the best models generated with and without using the EM map
(EMD 5020). The prescribed isocontour of the EM map is shown as transparent smooth surface. The best model with ETR and
MIS terms in the scoring is shown as ribbon model in green color. The best model without ETR and MIS terms in the scoring is
shown as ribbon model in purple color. (D-E) show glycans derived from 1RZJ Huang et al. (2004), and 4NCO Lyumkis et al.
(2013) mapped onto our model. Note that the configurations of the glycans are distal from the CD4 and 17b chains.

Possible cross-links indicate clues to conformational change

Chemical cross-linking is often used to generate low resolution distance constraints between parts of
a protein (or multiple proteins). We used Xwalk Kahraman et al. (2011), a computational tool that

14



mimics cross-linking experiments by calculating the distance between two residues along the surface of
the proteins, to identify inter-domain(gp120-CD4 and gp120-17b) cross-links in our model. We considered
only cross-links between ARG, ASP, GLU and LYS residues whose C-beta atoms were within 25A of
each other (Figure S6B).

As expected, we observed a high number of cross-links between residues at the CD4bs with CD4, and
17bbs with the heavy chain of 17b. However, we also identified a large number of cross-links between
CD4 and the V1V2 region, and a few cross-links between the light chain of 17b with the V3 region. The
cross-links between 17b-CD4, and 17b-V1V2 were very few. The lack of predicted cross-link constraints
between 17b and the V1V2 region, and the presence of high number of predicted cross-link constraints
between CD4 and V1V2, may be considered as another structural explanation for the conformational
motion of the loop, especially the preference of the V1V2 to move away from the 17b binding site (or by
extension, the CCR5 binding site).

Modeling glycans

HIV-1 Env is heavily glycosylated. Although possible glycosylation sites are not difficult to identify, the
exact type and configuration of the glycan, which can vary wildly between strains and depending on the
bound partner Bonomelli et al. (2011), is difficult to model with high-confidence unless finer resolution
EM-maps are available. Glycans have recently become targets of many recent antibodies that bind to
glycans near V3 loop Kong et al. (2013); Julien et al. (2013a), V1V2 loop McLellan et al. (2011); Pancera
et al. (2013); Doores and Burton (2010), gp41-gp120 interface Blattner et al. (2014); Louise Scharf and
Bjorkman (2014) etc. However, glycan dependence of the CD4 and 17b binding interactions is still not
clear.

We have extracted glycans from 1RZJ for the glycosylation sites on the core and 4NCO for those
on the variable loops. The glycans were grafted to their respective locations on the new model (see
Figure S6D-E). While all of the glycan sites including the ones on the variable loops seem distal from
the CD4 and 17b binding sites in this static model, a more rigorous study of the glycan configurations
is warranted for a better understanding of the possible effect of the glycans on CD4 and 17b binding.
For example, recently it was reported that some antibodies like PGT121, which binds far from the
CD4bs, still manages to prevent CD4 binding by induced conformational changes to the glycans and
variable loops Julien et al. (2013b). We are currently exploring new scoring models that would use
recently developed databases Sunhwan Jo (2013) of glycan structures to effectively quantify the quality
of specific glycan configurations and their interactions with the protein chains.

Best scoring model without using EM map

If the EM map is not used, the protocol may not be able to prune out possibly incorrect ternary
configurations of the variable domains early in the pipeline. The contact-based terms and interface
area does help guiding the protocol to generate feasible and energetically stable configurations, they are
often not sufficient to reach the native-like (in-vitro) state available from EM. In this particular case, we
found that if one does not use the EM-based scoring terms (ETR+MIS) in the protocol, then a pretty
close model to the one we reported is found. However, when the model is fitted back into the EM (for
validation), we found that it has large portions of both V1V2 and V3 regions outside the prescribed
isocontour of the EM map (see Fig S6C).
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