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S1 Regression-kriging in R using the Meuse data set 14

Consider the Meuse data set from the sp package in the R environment for statistical computing, 15

which is commonly used to illustrate various geostatistical mapping steps [1]. By using the 16

generic fit.gstatModel function from the GSIF package (Global Soil Information Facilities) 17

we can predict soil organic matter using linear regression-kriging with: 18

R> library(sp)

R> library(gstat)

R> library(GSIF)

R> set.seed(2419)

R> demo(meuse, echo=FALSE)

R> omm1 <- fit.gstatModel(meuse, om~dist+soil, meuse.grid, family = gaussian(log))

Fitting a linear model...

Fitting a 2D variogram...

Saving an object of class 'gstatModel'...

where fit.gstatModel wraps up regression modelling and fitting of the residual variogram, 19

and creates an object of class gstatModel that consists of the: (1) regression model [2], (2) 20

residual variogram model, and (3) spatial locations of observations used to fit the model. Note 21
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that above it is assumed that soil organic matter is lognormally distributed, and that it is 1

exponentially related to distance to river (dist) and soil type (soil). Running GSIF function 2

predict on this object will produce predictions using the regression-kriging framework, and 3

will run a 5–fold cross-validation: 4

R> rk1 <- predict(omm1, meuse.grid)

Within the GSIF package, the switch to random forests RK is achieved by changing the 5

method argument: 6

R> omm2 <- fit.gstatModel(meuse, om~dist+soil, meuse.grid, method = "randomForest")

which fits a random forests model, as implemented in the randomForest package [3]. 7

We can now determine if there is a significant improvement in the mapping accuracy, by 8

computing the Mean Error (ME), which is a measure for prediction bias, and the Root Mean 9

Squared Error (RMSE), which is a measure for the random prediction error. These measures are 10

computed from the predicted and observed values at cross-validation points [4]: 11

R> rk2 <- predict(omm2, meuse.grid)

R> mean(rk1@validation$observed - rk1@validation$var1.pred)

[1] 0.01460599

R> summary(rk1)$RMSE

[1] 2.472

R> mean(rk2@validation$observed - rk2@validation$var1.pred)

[1] -0.002261916

R> summary(rk2)$RMSE

[1] 2.077

Note that validation is repeated here 5 times (5–fold cross-validation) to account for chance 12

effects — the best algorithm can change by even removing an outlier or choosing different 13

validation data even within the same data set. In the case above, results show that both methods 14

produce a ME close to zero, indicating that both methods are unbiased. In addition, the random 15

forests RK model has an RMSE = 2.077 (61 % of total variance in organic matter explained by 16

the model) compared to RMSE = 2.472 (47 % of total variance explained) obtained with the 17

linear RK model, which is an improvement of approximately 15 %. 18

Assuming that the prediction locations are a random sample of the study area (which, in fact, 19

we know they are not), we can also test if the random forests predictions are significantly more 20

accurate than the linear RK predictions, using standard t- and F-tests [5]: 21
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Figure 1. Comparison of prediction performance for predicting soil organic matter

(Meuse data set) assessed using 5–fold cross-validation: comparison of performance for

linear RK (red) vs random forests RK (grey). P-value of F-test indicates that random forests RK

cross-validation errors have a significantly smaller variance than linear RK cross-validation

errors. See text for more explanation.

R> res1 <- rk1@validation$residual

R> res2 <- rk2@validation$residual

R> t_test <- t.test(res1, res2, alternative = "greater", paired = TRUE)

R> v_test <- var.test(res1, res2, alternative = "greater")

R> t_test$p.value

[1] 0.437643

R> v_test$p.value

[1] 0.01640839

The t-test (t.test) evaluates whether the two methods have the same mean error (ME), 1

while the F-test (var.test) evaluates whether the methods have the same variance, i.e. the 2

same RMSE, assuming that the ME’s are the same. Note that here we used one-sided tests in 3

order to examine whether or not random forest performs more accurately than linear regression. 4

The test results show that the variance differences are significant at the 5 % level (i.e. the 5

residual variance of the linear RK model is significantly larger than that of the random forests 6

PLOS 3/4



RK model), while the differences between the ME’s are not statistically significant (p > 0.05, 1

hence the null hypotheses of equal means cannot be rejected). Hence we conclude that the 2

extension from linear regression to machine learning leads to a statistically significant 3

improvement of mapping accuracy at the 5 % level (see also Figure 1). The t-test shows that 4

both methods perform equally well in terms of the ME. Both turn out to be not-significantly 5

different from zero, which indicates that both prediction methods provide unbiased predictions 6

of the soil property. 7
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