Supplementary Information

to

A Model based Survey of Colour
Deconvolution in Diagnostic Brightfield
Microscopy:

Error Estimation and Spectral Consideration

Peter Haub® and Tobias Meckel?

* Imaging Consulting, Altlussheim, Germany > Membrane Dynamics, Department of Biology, Technische Universitat Darmstadt,
Schnittspahnstrasse 3, 64287 Darmstadt, Germany

SUBJECT AREAS:
COLOUR DECONVOLUTION in Scientific Reports (2015)
STAIN SEPARATION
DIGITAL PATHOLOGY
DIAGNOSTIC MICROSCOPY
IMAGE PROCESSING
BIOLOGICAL STAINING

Content

Methods: Theory and Modelling 2

S1.1: Theory of Absorption, Absorbance and Deconvolution 2

Correspondence and §1.2: Stain Vector - Relative Concentration - Normalization 3

reduests for materals $1.3: Numerical Modelling 6
should be addressed to
phaub@dipsystems.de

o Results: Additional Studies and Results............ 9

tobias.meckel@me.com S1.4: Stain Colours from Modelled CIE Colour Values

S$1.5: Modelled Colour Deconvolution - Double Staining 10

S1.6: Stain Vector Plane and non-linear Absorbance - 3D-Visualiziation .....cccceeeveeeeeiunes 12

S1.7: Modelled Colour Deconvolution - Triple Staining 13

$1.8: Display of Concentration Values and Gamma Correction 15

Error Discussion 17

S1.9: Aspects of IHC Preparation 17

$1.10: Imaging Errors 17

S$1.11: DAB Absorption and Scattering 19

$1.12: Simulation of DAB Scattering 20

Appendix 24

References 24

Symbols 25

Indices 26




Methods: Theory and Modelling

$1.1: Theory of Absorption, Absorbance and Deconvolution

Degression of intensity of radiatiom\)(passing through transparent materials is a fanatif material properties(A),
wavelength\ and layer thickness s and it is proportional ® thdiation intensity. Mathematically it can be atésed
by:

di(A)/ds=-a(A)O (1) (S1)
The resulting exponential degression of the intgriéh) is formulated in the Bouguer-Lambert-Beer equatio
1(A)=1,(1) 2t (S2)

For moderately concentrated solutions or staingabssrption coefficienti(A) correlates linear with the concentration c.
The molar absorption coefficieng(\) specifies the ‘probability of the light absorptid" in relation to the stain

aA
concentration and is declared as: )((/1) = Q (S3)
C

For practical reasons we introduce here the mgdtical densityd(A\), describing the probability of light absorptiam i
relation to the concentration c for a thickness s:

5(1) = (1) =) (s
C
Eqn. (S2) can be rewritten for a unitary thicknessd with the concentration ¢ of an absorbingtsmiyor stain):
1(A)=1,(A) @ei)e (S5)

With the spectral transmissiah\) we also can write:

r(A)= Ilo(a )) =gl (S6)
3(A)= M (s7)

Multiple filter layers or mixtures of stains lead & multiplicative product of the spectral transamte values. The
absorption process can be described with;

1(1)= (((| ) @—qu)@)@—w)@z)“.)@—zw)@ (S8)

n

2. (a(A)s) n

(=1, T =1, () (S9)

With the definition of the spectral absorbance )A4s negative logarithm of the relative intensiiy)lio(A), the linear
relation between the absorbance of multiple staintsthe concentrations of the pure stains follows:

)= )= (al)e) 10



In case of a mixture of two stains with the concatidns ¢ and ¢ Egn. (S10) can be written for two monochromatic
wavelengths k and |

AAr)=50)E, + 35,01 )®, (S11)
AA) =501, +5,(A ), (S12)
or in a simplified indexed notation:
A =9,t +49,,[¢c, (S13)
A=0,[t +9,L¢e, (S14)
This system of linear equation can be solved by:
‘Px Sz 9% A
C = 21—3__:(22 and C, = % (S15)
9 9, 9 9,

Eqgn. (S15) indicates that for a mixture of staine toncentrations;@nd ¢ can be calculated from the absorbance
values A and A measured at two monochromatic wavelengths. Thagdioate transformation is called ‘spectral
unmixing’, ‘stain separation’ or colour deconvoduti

The stain specific absorption characteristics Havge known as so called stain vectors or colouators:

~ %) X sz
o = klj and 0. 2( j
=[5 a:

They define the axis of the target coordinate sgyste

(S16)

$1.2: Stain Vector - Relative Concentration - Normalization

The stain specific colour vectors can be determimetheasuring the absorbance of reference samaliegd with pure
dyes at several monochromatic wavelengths.

The following simple equations describe the abswbaf a reference stain at two monochromatic veagths k and |
according to Eqn. (S10). (Index p indicates theceoitration of the pure stain.)

A(lp = Jkl Et1p (517)
Alp = dl |:¢.I.p (S18)
According to Eqn. (S16) the stain vectors of twoepstains are:
Aap Aap
— (9 C, — (O C
o= “|= p and O. = =| 7P (S19)
' [dj h ’ (a-lz M
Clp C2D

Since g, and g, are usually unknown, the vecto?if‘ and gz cannot be fully determined and therefore cannaidesl to

solve the system of linear equations. Instead thasured absorbance of the pure staigs afd Aj, can be used to
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solve Eqn. (S15). In this case the resujtardd ¢ are free of dimension and can - without normagjime stain vectors -
be interpreted as multiples of the concentratidrtb® pure stains,gand ¢,

This can be seen by rewriting Eqn. (S13) and (S14):

A =G, (&, O+ 3, [, B2 (S20)
Cp Cp
- G C
A ‘5|1m:1p["_+5|2 E:2p["c_ (S21)
p 2p

With the relative concentratiori;cand ¢, defined as:

¢ =8 (S22)
Cip

c,=2 (S23)
C2p

Eqgn. (S20) and (S21) simplifies to:
A= Ay, L A, T, (S24)

A=A, E A, T, (S25)

The solutions of these linear equations are:

A Ag, A A

'——A A12p ':M

c,= Aklp Akzp and c, Aklp A<2p (S26)
A11p A|2p Alp AZp

With Egn. (S26) the relative concentration valugsand ¢, can be calculated from the absorbance values dfldou
stained samples measured at two monochromatic emyttls under the assumption of a linear relatioahsiorbance
and stain concentrations.

The stain vectors;?p specify the target system for the linear coordietasformation. They are given by the measured

transmission of pure stained reference samplegx@ample for two monochromatic wavelengths in fafim

it )
()

|l

Of note, stain vectorsg have to be called more precisely relative staiotors since their length depend on the

concentration of the pure stains present in thereete samples.

For a mixture of three stains with the concentratid,, c', and ¢; the Eqn. (S24) and (S25) can be extended for three
monochromatic wavelengths k, I and m:



A = Agp L8 +A,, [E,+A, [T, (S28)
A=A, 0 +A, [C,+A; [E; (S29)

An = Anp L1 Ay [+ Arg, [ (S30)

This system of linear equations can be solved by:

A< AkZp Ak3p Aklp Ak Ak3p Aklp AkZp A(
A A|2p A13p A|lp A A|3p A|1p A12p A

A Ao Awspl L Ame Av Awol L (A Awe An

c,= c,= cy= (S31)
Aklp Ak2p Ak3p Aklp Ak2p Ak3p Aklp Ak2p Ak3p

A|lp A|2p A|3p A11p A12p A13p A|lp A12p A13p
Aup Ao Avsp Ay Awp Aup Ay Ap Avsp

A stain vector,ATp is given for three monochromatic wavelengths by:

i)
A<l A [ - ol
A

iRt

lo(A)

The direction of such a stain vector is independesth the absolute concentration of the pure stsinge for any
concentration c the spectral transmittan@g can be expressed by the relative concentratioci is a constant factor to
all vector components due to the logarithmic d&bni of the absorbance. This can be seen for ar&aional stain

vector:
=inl(z, AF ) _ (A _
-In (rip (A ))° - [EAJ ° @}p 539

This is interesting when normalized stain vectoithwa unit length of 1 are used for deconvolutieren though the
vector direction is not influenced by this normation, the deconvolution results;cand ¢, obtained with those
normalized vectors cannot be directly comparedetulis ¢; and ¢, obtained with non-normalized stain vectors. The
ratios of those concentrations are different:

C*l c
—z—1 (S34)
C2 C,

Since the normalization of stain vectors is a scplof the axis of the vector plane, the resultsbtained with
normalized and non-normalized vectors — can sinfpdyconverted by diving the concentrations and ¢, by the
vectors original length:

c C.
A

Therefore, deconvolution results based on normdilged non-normalized stain vectors are equivalahhbt identical.
5

(S35)



The linear deconvolution of absorbance values detexd from intensity values measured at monochrizmat
wavelengths delivers bijective results and — wittmansidering effects such as signal backgrourstesy non-linearity,
stain variability and aberrance from Lambert-Bessuanption — error free measurements.

$1.3: Numerical Modelling

RGB Camera Signals - Stain Vectors

In some applications the deconvolution method igliad to image values from non-monochromatic devisach as
RGB colour cameras. Doing so, the assumption isentfaat the absorbance values of red, green andspkatral bands
Agr, A, Ag can be calculated as negative logarithms of thie & RGB colour channel valuesgrVVg, Vg and
maximum channel valueso¥ Vo, Vos. FOr an 8bit camera this assumption can — withourtsidering signal
background, noise effects, white balancing etce whtten as:

\V/ \V/
=—Inl =R | = =In| =&
& n(VORj n(255j (536)
AV \V/
=—| _G | = -] G
& n(voej n(255j (537

V \V/
=—Inl =B |=—=In| —&-
& n(vosj n(zssj (538)

Because of the non-monochromatic and thereforelinear formation of the camera values, it is quesible if the
linear relation of absorbance and stain concentrdtom Eqgn. (S10) is valid for these absorbandeemA, Ag, As.

To address this question, we simulate the formatibnamera signals. Our model comprises the spestrasitivity
functions g(A), ss(A), (M) of a scientific grade CCD camera, the specttaisity distribution of the illumination(\)
and the spectral transmittargg\) of pure stains.

We describe the formation of the camera values foure stain by the integral equations:

A
Vi =Ke_ceo  1o(A) T, (A)° [85(4) @A (S39)
A

Vo =ks cco J1,(A) 2, (A 18, (1) s

A
Vs = kg _coo  1,(4) T, (A)° 05;,(4) @A (S41)

M

(Commonly for the visible wavelength regidn:= 380 nmA, = 780 nm.)
(In the following we assumexkcp = ks_cco = Ks_ccp -1/[meter].)

Based on these equations the absorbance valyes;AAg of a pure stain can be modelled by:

100z, 0) )
A, =-In| 2— (S42)
[10) ) A



[100)T, (1) () e
A ==In| 2— (S43)
J1o() = (1) i
[1:00) 7, (1) 5, (1)
Ay ==In| A— (S44)
J10(4) B (A)

According to this model, the absorbance valugs A, Ag are not linearly related to the stain concentratis in the

monochromatic case. The relative concentratioras exponentiation of the spectral transmittan@e), is no longer a
constant factor to the vector components. This icaps that (i) the direction of stain vectors ded from those

absorbance values depends on the stain concenteatih (ii) the linear deconvolution of those narelr absorbance
values delivers incorrect concentration results.

We evaluate the influence of the relative conceiainac’ onto the stain vector direction and onto the deotuion
result on the basis of a numerical calculationhef inodelled camera signals. Our approximation efclimera values
V'gr, V', V' for a mixture of two stains is given by the follony summations of products of sampled spectraltfanc
values:

Vig= :Zl;ﬁgl e (/]1')[}1p(/]j)d1 DLZp(/]i)C'Z E‘E‘R(/]j)) (545)
Vig= ;D_SI )0 f 0 () (546)
Vig= ;g' rel (/]j)[jlp (Aj)c‘l B-Zp(/‘j)c'z EB(Aj)) (S47)

with Aj.. Ago = {405 nm, 410 nm, ... 700 nm}

Spectral data was available in the range from 4830700 nm. The upper wavelength limit was defibgdhe IR cut
off of the camera. The 5 nm spectral sampling leemnlronfirmed adequate to demonstrate the propsadeffects.

With equations (S45) to (S47) we calculate camiyaats and derive the absorbance values for detation of stain
vectors and deconvolution of stain mixtures und#ermént spectral conditions. Modelled stain vestare determined
by absorbance valuesp Agp, Ag, Of pure stains:

-In Ve

VIOR

. a Vg
Ap: Abp =/ -In T (848)

VOG

A?,p VIB

-In P

VIOB

Maximum camera values'y, V'os, Vo are calculated without stainifg' ;= c', = 0).

As stated before, we assume an influence of the stancentration onto the stain vector directioe dw the non-linear
signal formation. This would be crucial for theistaeparation because the deconvolution resultddadepend on the
concentration of the pure stains presented indference samples. We can use the gradients ofdahe projections of
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stain vectors to address this important questities€ gradients define the vector direction. Theygiiren by the ratios
of vector components:

tar(a):% tan(ﬁ)=% tar(y):%

If absorbance values of pure stains are lineate@lt the concentration (see Eqn. S33), thesaagzdare independent
from the concentration and so is the vector dioecti

(S49)

One of these ratios is shown exemplarily in thetioh of the modelled camera signals:

o), (1) 15.00) e
—In| 2~ ;
[ 15(1) B (1) i
Lo S 2 £(c) (S50)
Wm0y )
—In| 2~ ;
[1,01) 8 (1)

It can be seen from this formula that the vectaeation is — depending on the spectral conditiorss function of
concentration.

To examine the influence of the concentration ah&vector direction, we compare stain vectors fdiffierent relative
concentrations ‘cby normalization, averaging and calculating thglardifferencep, between the normalized stain

vectors (induced n) and the average stain vectmponaent (induced a) with the equation:

Pp = COS_l(AhR (ARt AcAct A Dohs) (S51)

We introduce the average angle variation (AA¢A

Y,

AAV =¢, = —i=1n (S52)

as a rating of the vector stability and an estioratf the dimensions of the non-linear influencegftHAAV values are
signs of a strong influence of stain concentratbomo the vector direction. For monochromatic candi the AAV
disappears.

To examine the deconvolution error we model the-lmear absorbance values of stain mixtures andmlexsved this
synthetic data. We compared the deconvolution test}, to the input values 'g by calculating the relative
deconvolution errofAc' oyt = (C'out- C'in) / C'in -

Our modelling can demonstrate the dimensions ofMeaution error but cannot deliver a mean errdu@an the sense
of a general measurement uncertainty because axineme non-linear nature of the signal formatma the strong
dependency on the spectral system conditions.



CIE Colour Values

Visual colours of stain mixtures can be modelledriggrating spectral products of light intensiyain transmittance

and sensitivity of a CIE norm observe_G(/]),Y/(/]) E(/]) The CIE XYZ colour values can be described forepu
stains by:

X = [1,0) 7, (1) (2 (52
Y= [, () T e (S5
2= [1,0), (1) ) (s55)

(For the visible wavelength region it can bguasedA; = 380 nmA, = 780 nm.)

We have approximated the CIE XYZ values for puagnst by the following sums:

X = Y (lossld )70, ) () (5560

V= 5ol )r, 0 50) s
Z= :Z (' DGS(AJ')D-D(/‘J')CI ‘j(/]i)) (S58)

with A1.. Ago = {405 nm, 410 nm, ... 700 nm}

To create displayable colour values we have coaslethe resulting XYZ signals into RGB colour signaind
transferred them into non-linear SRGB colour valugiag a gamma correctith

'R] ( 3.240479 -1537150 -0.498535 [X

G|=|-0969256 1875992 0.041556 |[Y (S59)
| B| ( 0055648 -0.204043 1.057311) |Z

f,(R) R

f,(G)|=>|G (S60)
f,(B) B'

We expect that these SRGB colours - displayed omoaitor - are visually similar to the colours ofisted biological
samples observed at a microscope. This calculati@s not necessarily deliver an exact colour remtoh of stain
colours. We interpret this calculation as proo€oficept and validation of the used spectral data.

Results: Additional Studies and Results

$1.4: Stain Colours from Modelled CIE Colour Values

As proof of concept and as a verification of thairstspectra, we calculated the CIE XYZ colour valaecording to
Eqn. (S56) to (S58), for several stains with vasi@oncentrations. The XYZ values were converted mn-linear
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SRGB values by Egn. (S59) and (S60). The values wepped into the 8bit range by a multiplicativiemsity scaling
in reference to a white signal'=0).

Figure S1 displays the modelled stain colours. Te¢myply with the expected colour impression of bgital staining
product§®. We infer that our numeric stain spectra reasgnabproduce real stain spectra. Of note, even éf th
deconvolution error could as well be studied withitaary transmission spectra, realistic spectrip e increase the
comprehensibility and the reliability of this study

Since our signal modelling is an acceptable mattiealamodel for the colour simulation, we concluthat it is
adequate for the examination of the deconvolutioore

DAB C19 Vector
Hematoxylin C19 Vector
FastRed DAKO

Eosin (6 um section)

MethylGreen L20 Vector |

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Rel. Concentration c'

Supplementary Figure S1 | Modelled SRGB colours of several biological stains for different relaticoncentration
values ¢ in the range from 1 to 20 (D65 illumination)

$1.5: Modelled Colour Deconvolution - Double Staining

To evaluate the deconvolution error, we modellezl tamera values for a DAB/HTX double staining wdifferent
concentrations 'gpag and ¢inurx and for different illumination. The camera valwesre calculated with Eqn. (S45) to
(S47). The absorbance values were linearly unmigiinon-normalized stain vectors based on Eqné)Skhis allows
a direct comparison of the input concentratiohg and ¢i,4tx and output concentrations,gpas and Coynrx. The
non-normalized stain vectors were calculated frangle stain absorbance modelled witpaz = 1, Cinvrx = O)
respectivelyC'inpas = 0, Cinnrx = 1). Maximum camera values'd, V'oc, Vo Were calculated without stainifg'inpas

= Clipnrx = 0).

In Tab. S1 and Tab. S2 the deconvolution resuésshown for a few exemplary values ¢fGg and ¢i,4rx for the D65

illumination/Sony ICX285AQ and the RGB LED illumitien/Sony ICX285AL models. Since the system of dine
equations from the 3-dimensional absorbance vakieser determined for double staining, the dectutian can be

performed in the three plane projections B/G, B&Rd G/R. The deconvolution results are shown fortrake

projections.

The results of this modelled DAB/HTX double stappireveal important findings:
A - The deconvolution results gipag and Couqrx are different in the three plane projections.

This only can be explained if the absorbance vadwedocated outside of the stain vector planghis case, the three
projections lead to three different systems ofdmequations and subsequently to three differeins pd results. This
behaviour can be seen especially in the greatnegiaf the deconvolution result modelled with th@SDllumination
(Tab. S1).

To eliminate the difference of the result pairg #bsorbance values can be mapped back perpemdidoldhe vector
plane. This leads to identical but not to more exaconvolution results, since the non-linear abaoce values are not
shifted out perpendicular to the vector plane. €kact nature of this shift depends on the spectraftacteristics of
illumination, stains and sensor. It is rather a ptax torsion of the absorbance out of the vectangl(Fig. S4).

Instead of a perpendicular mapping, the over deteminsystem of linear equations can also be sobzsdd on the
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Gauss transformatioft] = ([Ap]T [ﬁAp])'l E([AD]T EﬂA]) or by an orthogonalization approach, for exampith ihe well-

known QR decomposition. We found that the erroesraot generally smaller when the deconvolutionaiseal on those
methods. For example, the deconvolution errord@fhodelled DAB/HTX double stain are minimal for@mixing in
the B/G plane.

B - The results Gypas and ¢,utx €an become negative especially for wideband ilhation spectra. Negative values
always occur if absorbance values are lying outsfdbe fans defined by the stain vector projection

C - Deconvolution errors emerge under all non-mbnomatic system conditions. But the effects argdar for the
wideband illumination spectra. With the ‘quasi-mohmmatic’ combination of sequential RGB LED illumation and
b/w CCD sensor Sony ICX285AL, the error effectdl sikist but are much less distinct. In this cabe, result Gupas

and Cou7x are close to the input valueg,gas and ¢i,ytx and the differences between the results of theetiptane
projections are much smaller for the RGB LED illmation.

D - The camera signals were modelled in a monochtisrapproach at the three wavelengths (465nm, ri¢625nm;
specified by the intensity peaks of the RGB LEDniination). A linear deconvolution of these signdédivers always
exact results (g, = C'i,, Within the computational accuracy). The resuftthe three plane projections are identical and
they are independent from the illumination speclitzese findings comply with the theory and confttra reliability of
our model and our calculations.

E - We approved the equivalence of deconvolutiath wormalized and non-normalized vectors accortbriggn.(S35)

Supplementary Table S2 | Deconvolution results ¢’ for a DAB/HTX double stain
modelled with RGB LED illumination and non-normalized stain vectors for different
input concentrations c';, (deconvolution performed in plane projections B/G, G/R,

B/R
/ ) Non-monochromatic model (signals integrated with Sony ICX285AL spectral sensitivity)
C'inpas=1 C'inpas=2 C'inpas=1 C'inpag=1.25 C'inpas=5
Clinnmx=1 Clinimx=1 Clinimx=2 Clinirx=5 C'innrx=1.25
Cloutoas | Clouttx_| Clourpa | Cloutrrx | Cloutoas | Cloutnx | Cloutoas | Cloutitx | Cloutpas | Cloutrrx
B/G 1.00 1.02 2.00 1.01 0.99 2.03 1.25 4.99 5.04 1.08
G/R 1.01 0.97 2.02 0.94 1.03 1.94 1.34 4.76 5.05 1.04
B/R 1.00 0.99 2.01 0.96 1.01 1.97 1.29 4.83 5.04 1.05
Monochromatic model (signals sampled at wavelength: 465nm, 540nm, 625nm)
C'inpas=1 C'inpas=2 C'inpas=1 C'inpag=1.25 C'inpas=5
Cinmx=1 Cirmx=1 CinHrx=2 [ ) C'innrx=1.25
Cloutoas | Clouttx_| Clourpa | Cloutrrx | Cloutoas | Clouthx | Cloutoas | Cloutitx | Cloutpas | Cloutrrx
B/G 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25
G/R 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25
B/R 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25

Supplementary Table S1 | Deconvolution results c',, for a DAB/HTX double stain
modelled with D65 illumination and non-normalized stain vectors for different
input concentrations c';, (deconvolution performed in plane projections B/G, G/R,

B/R)
Non-monochromatic model (signals integrated with Sony ICX285AQ spectral sensitivity)
Cinpas=1 C'inpas=2 Cinpas=1 Clinpas=1.25 C'inpas=5
Cinnmx=1 Cinnmx=1 ClinHmx=2 Cinx=5 Clinmx=1.25
Cloutpas Cloutitx_| Cloutpas Cloutitx_| Cloutpas Cloutitx_| Cloutpas Clouttx_| Cloutpas Clouthitx
B/G 1.00 1.00 2.03 0.84 1.01 1.96 1.37 4.41 5.49 -1.03
G/R 1.09 0.79 2.19 0.46 1.22 1.45 2.22 2.40 5.18 -0.29
B/R 1.03 0.89 2.09 0.64 1.08 1.69 1.65 3.36 5.39 -0.64
Monochromatic model (signals sampled at wavelength: 465nm, 540nm, 625nm)
C'inpa=1 Cinpa=2 C'inpa=1 C'inpas=1.25 C'inpa=5
Clinnmx=1 Clinnmx=1 Clinhrx=2 ClinhTx=5 Clinirx=1.25
C'outpAB C'outhTx C'outpAB C'outhTx C'outpAB C'outhTx C'outpAB C'outhTx C'outpAB C'outhTx
B/G 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25
G/R 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25
B/R 1.00 1.00 2.00 1.00 1.00 2.00 1.25 5.00 5.00 1.25
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$1.6: Stain Vector Plane and non-linear Absorbance - 3D-Visualiziation

To visualize the non-linear behaviour of the sigfmimation we model a DAB/HTX double staining fdret D65
standard illumination. The sensor signals, obtaiwéd Eqn. (S45) to (S47), are converted into abance values and
then scaled to an 8bit range. The input concenfrattpag and Cyrx are varied within the range {0.1, 1, 2, 3, .. 8}.
Figure S2 displays the non-linear absorbance valyesds, Ag as RGB values in a 3D colour cube.

To visualize the vector plain spanned by the st@ictors, the components of linear absorbance vauegalculated
following Eqn. (S33). Normalized stain vectors fréiig. 2 (D65, ¢=1) (see main document) are used for calculation.
Concentrations ¢ig and c*jrx are varied within the range {0, 1, 2, .. 10}. Figus3 displays the linear absorbance
values, scaled to 8bit, as RGB values in a 3D catabe.

In Fig. S4 both data are displayed together. Thiegga visual impression of the non-linear formédabance in
comparison to the linear vector plane of the staators. The non-linear shift and therefore themigancy between
non-linear absorbance formation and linear assumgatie evident.

The different rotations of the 3D cube (Fig. S4jndastrate that the non-linear absorbance shifoigparpendicular to
the vector plane. It is more a rotation out of thie spanned by the stain vectors. The non-linesordlance values are
drifting out of the vector plane especially for higalues of . This explains the negativé,gx deconvolution result
in Fig. 3 (see main document).

The form of the non-linear shift depends on spéaiaracteristic of illumination, stains and sendbrcan only be
estimated for a particular system setup, with teddinowledge of its spectral properties.

Supplementary Figure S2 | 3D visualization of ~ Supplementary Figure S3 | 3D

the modelledhon-linear absorbance of a visualization of thevector plane from DAB
DAB/HTX double stainir (coordinate axis 4  and HTX stain vectors (coordinate axig A
AG! AB) AG! AB)

Supplementary Figure $4 | 3D visualization of the combination of staivector plane and non-linear
absorbance of a DAB/HTX double stainingDifferent rotations of the 3D cube demonstrate
character of the non-linear shift. (coordinate aRis Ag, Ag)
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$1.7: Modelled Colour Deconvolution - Triple Staining

To analyse the deconvolution error of a triplerstaj, we compute our model for a stain mixture &HB) HTX and
FastRed. The cameras values are calculated with (5¢8) to (S47), extended by a transmittance bkgitor the third
stain. The relative concentrations of all threénstare varied with ', = {1, 2, 4, 8}. The non-normalized stain vectors
used for the deconvolution are determined as sttesle. The model is calculated for D65 illuminatend RGB LED
illumination. The deconvolution is performed acdogdto Egn. (S31).

In Tab. S3 and S5 the 3-dimensional result datalsmayed. The table is organized in 4x4 fieldstfe variations of
C'inpag and Gtk Each field exhibits the output values,(eae: Coutitx: CoutFastrey fOr the variation of Grasred(S€E
Fig. S5). The relative errors Af, C ot = (C out- C'in)/C'in @re shown in the same way in Tab. S4 and S6.

1 1 1
C outDAB C OutHTX C outFastRed

OO-Il'-I\JI-!I

VR 2 R 2

Supplementary Figure S5 | Result field of the data table: Each field row displays the
output values (Guipas Cloutiy Coutrastred fOr @ certain concentration ‘grastred

According to Tab. S3, DAB dominates the creatiorthaf non-linear absorbance shift. For high conegioins ¢;,pas

the deconvolution results gwrx and Courastredd€COMeE Negative. The absorbance values must htetboutside of the
volume spanned by the stain vectors. Overall, tilaes ¢, and ¢, are not strongly correlated. The data reflects the
large non-linearity caused by the wideband D65rilhation.

Deconvolution results of the RGB LED model are mooerect (Tab. S5). All result values,g are close to the input
values ¢,. (Even the logical schema of the result tablefected by &) Only a view negative concentrations values
C'out €an be found in Tab. S5.

The average absolute errors valdes'},| from Tab. S4 and Tab. S6 for the value rangéepEd1, 2, 4, 8} are:

IAC uonelpes = 965%  |AC uuirxlpes = 2434% |AC urasred|pes = 146.6%

|ACI0UtDAB|RGBLED =3.9% |ACIOUtHTX|RGBLED: 20.9% |ACIOutFastRed|RGBLED: 11.4%

According to Tab. S3-S6 all findings from the daubtain models are confirmed by the triple staim@hoThe relative
concentration values'&; are incorrect under all non-monochromatic condgioThe errors are significant larger for
D65 illumination compared to RGB LED illuminatiowhile the error dimension of the RGB LED is - deghey on the
requirements - acceptable for diagnostic applioati@almost all D65 error values are in an unactdptange (see Tab.
S4).
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Supplementary Table S3 | Deconvolution results c',,; for a DAB / HTX / FastRed triple stain
modelled with D65 illumination and non-normalized stain vectors for different input
concentrations c';,. (Rows in fields displays the output values (C'oupas, C outtxr C outfastred) TOT C'infastred
={1,2,4,8} (see Fig. S5))

Clinnaal=1 1! 2 4 8

1.00 0.75 8115 2.08 0.40 1.16 4.55 -0.79 0.60 11.12 -4.81 -4.04
‘I_;( 1.09 0.47 2.10 2.25 -0.01 1.98 4.98 -1.49 0.93 12.00 -5.90 -4.71
% 151 -0.43 3.54 2.92 -1.20 2.96 6.23 -3.24 0.78 13.82 -8.08 -6.30
° 3.75 -3.60 3.70 5.70 -4.88 2.04 9.77 -7.57 -1.85 17.21 -12.08 -9.63
0.98 1.54 131 2.07 1.10 1.37 4.63 -0.31 0.72 11.54 -4.79 -4.47
1.09 1.19 275 2.27 0.61 2.13 543 -1.10 0.93 12.47 -5.94 =300
. 1.59 0.14 3.60 3.06 -0.74 2.95 6.53 -3.02 0.52 14.38 -8.24 -6.96
4.06 -3.35 3.38 6.08 -4.73 1.61 10.27 -7.62 -2.45 17.90 -12.43  -10.44

0.98 2.86 1.72 211 2.23 1.78 4.92 0.39 0.80 12.46 -4.91 -5.46
1.15 2.37 2.58 241 1.58 2.39 5.57 -0.58 0.74 13.48 -6.16 -6.37
1.84 1.01 3.63 3.45 -0.10 2.78 7.24 -2.81 -0.17 15,55 -8.65 -8.30
4.79 -3.10 2.59 6.94 -4.67 0.63 11.34 -7.88 -3.72 19.25 -13.17  -12.00

1.22 4.51 2.49 2.56 3.50 2.24 6.01 0.85 0.17 14.48 -5.55 -7.74
1.60 3.71 3.00 3.14 2.53 2.37 6.93 -0.40 -0.40 15.61 -6.95 -8.81
2.80 1.74 3.15 4.71 0.25 1.77 9.02 -3.10 -2.08 17.82 -9.68 -10.97
6.61 -3.37 0.59 8.93 =5,1E) -1.65 13.57 -8.78 -6.33 21.84 -14.71  -14.96

Supplementary Table S4 | Relative deconvolution error (A ¢’ ® 100) for a DAB / HTX / FastRed
triple stain modelled with D65 illumination and non-normalized stain vectors for different input
concentrations c';,. (data related to Tab. S3) (Rows in fields displays the output values (C'oupae, C outtx
C outfastred) TOT C'infastred ={1,2,4,8} (see Fig. S5))

Cinpag = 1 2 4 8

0.2 -24.6 14.5 3.8 -59.7 16.1 13.8 -178.8 -39.8 39.0 -581.4 -504.4

E 8.6 -52.9 4.9 12.4 -101.4 -1.2 24.6 -249.3 -53.6 50.0 -689.7 -335.4
% 514 -143.2 -11.6 46.1 -220.3 -25.9 55.8 -423.9 -80.6 72.7 -907.8 -257.5
° 275.3 -460.3 -53.8 184.8 -587.6 -74.5 144.1 -856.9 -123.1 115.1 -1308.4  -220.4
=15 -22.9 31.2 83 -45.0 36.7 15.9 -115.3 -28.0 443 -339.6 -546.9

8.8 -40.4 12.7 13.7 -69.5 6.7 28.4 -154.9 -53.7 55.9 -397.1 -361.4

o 59.0 -92.9 -10.1 52.8 -137.1 -26.2 63.2 -250.8 -87.0 79.7 -511.8 -273.9
306.0 -267.5 -57.8 203.8 -336.7 -79.9 156.8 -481.1  -130.7 123.7 -721.7 -230.4

=19 -28.5 71.6 5.4 -44.2 77.7 23.0 -90.3 -20.2 55.7 -222.7 -645.6
14.8 -40.8 29.2 20.7 -60.4 19.5 39.2 -114.4 -63.2 68.5 -254.1 -418.3
843 -74.8 9.3 72.4 -102.5 -30.5 80.9 -170.2  -104.1 94.1 -316.1 -307.5
379.2 -177.5 -67.6 247.0 -216.8 -92.2 183.5 -296.9  -146.5 140.6 -429.3 -250.0

22.0 -43.7 148.5 28.2 -56.3 123.8 50.1 -89.4 -82.8 81.0 -169.4 -873.8
60.0 -53.6 50.0 56.9 -68.4 18.4 73.2 -105.0 -120.2 95.1 -186.9 -540.7
180.0 -78.2 -21.3 135.6 -96.9 -55.8 125.4 -138.7  -151.9 122.7 -221.0 -374.2
560.7 -142.1 -92.6 346.5 -1649  -120.7 239.2 -209.7  -179.2 173.0 -283.9 -287.0




Supplementary Table S5 | Deconvolution results ¢’ for a DAB / HTX / FastRed triple
stain modelled with RGB LED illumination and non-normalized stain vectors for different
input concentrations c';,. (Rows in fields displays the output values (C'oupag, C outtxs C outrastred) TOF
Clinfastred ={1,2,4,8} (see Fig. S5))

Clom = 1 2 4 8

0.99 0.99 1.03 2.00 0.96 1.04 4.03 0.86 1.02 8.21 0.43 0.78
1 1.00 0.97 2.02 2.00 0.94 2.04 4.04 0.82 2.01 8.26 0.34 1.71
% 1.02 0.92 3.98 2.03 0.87 3.99 4.09 0.72 3.93 8.42 0.10 3.43
° 1.17 0.71 7.64 222 0.61 7.58 4.39 0.32 7.32 9.15 -0.72 5.98
0.99 1.97 1.04 1.98 1.94 1.08 4.00 1.83 111 8.15 1.38 0.96
0.99 1.95 2.04 1.99 1.92 2.08 4.01 1.79 2.10 8.20 1.29 1.90
o 1.01 1.90 4.00 2,01 1.85 4.04 4.06 1.69 4.03 8.34 1.06 3.65
1.16 1.68 7.67 2.19 1.58 7.65 4.34 1.30 7.46 9.03 0.25 6.28

0.99 391 1.07 1.97 3.87 145 3.96 3.74 1.27 8.05 3.24 133
0.99 3.88 2.07 1.97 3.84 2.15 3.96 3.69 2.27 8.08 3.15 2.30
1.01 3.82 4.03 2.00 3.76 411 4.00 3.58 4.22 8.20 2.93 4.10
g5 3.57 7.72 2.16 3.48 7.76 4.25 B89 7.72 8.82 2.13 6.90

1.03 7.62 111 1.98 7.56 1.28 391 7.37 1.59 7.86 6.73 2.12
1.03 7.58 2.10 1.99 7.51 2.27 391 731 2.60 7.88 6.63 3.12
1.06 7.47 4.05 2.01 7.39 4.23 3.95 7.16 4.57 7.97 6.37 5.02
1.21 7.14 7.74 2.18 7.03 7.92 4.16 6.70 8.20 8.45 5.54 8.16

Supplementary Table S6 |Relative deconvolution error (A, C oy ® 100) for a DAB / HTX / FastRed
triple stain modelled with RGB LED illumination and non-normalized stain vectors for different
input concentrations c';,. (data related to Tab. S5) (Rows in fields displays the output values (C'oupas, C'outtrx,
€ outrastred) TOF C'inFastred ={1,2,4,8} (see Fig. S5))

Clinpas = 1 2 4 8
-0.6 =3 23 -0.2 -4.0 3.8 0.6 -14.5 2.3 2.6 -57.4 -22.3
1 -0.4 -2.8 11 0.0 -6.2 1.8 0.9 -18.3 0.7 83 -66.4 -14.7
% 1.7 -7.6 -0.5 1.4 -12.5 -0.3 2.2 -28.5 -1.7 5.3 -89.6 -14.3
° 17.3 -29.0 -4.5 11.0 -38.7 -5.2 9.9 -67.5 -8.6 14.4 -171.9 -25.3
<Al =13 43 -0.8 -3.0 7.7 0.0 -8.6 10.7 1.9 -31.0 -3.9
-0.8 -2.3 2.1 -0.6 -4.2 389 0.3 -10.6 5. 2.5 -35.4 -4.9
o 11 -5.0 0.1 0.6 -7.6 0.9 1.4 -15.7 0.8 4.3 -46.9 -8.7
16.0 -16.0 -4.1 9.7 -20.8 -4.4 8.5 -35.1 -6.8 12.9 -87.3 -21.4
<Al -2.4 7.1 -1.4 L3 14.9 -1.0 -6.6 27.0 0.6 -19.0 333
-0.8 -2.9 B85 1.3 -4.1 7.5 -0.9 -7.7 13.6 1.0 -21.2 14.8
11 -4.6 0.7 -0.2 -6.0 2.8 0.0 -10.5 5.5 2.5 -26.9 2.5
15.4 -10.7 =215 8.2 -13.1 -3.0 6.3 -20.3 -3.5 10.2 -46.7 -13.7
2.7 -4.7 10.6 -0.9 ESES) 27.5 -2.3 -7.9 59.4 -1.7 -15.8 112.4
3.4 .3 4.9 -0.7 -6.2 13.7 -2.1 -8.7 30.2 -1.5 -17.1 56.2
6.2 -6.6 1.2 0.7 -7.6 5.9 =il.3) -10.5 14.4 -0.4 -20.4 25.6
214 -10.7 -3.2 8.9 -12.2 -1.0 4.0 -16.3 2.5 5.7 -30.8 2.0

$1.8: Display of Concentration Values and Gamma Correction

Deconvolution results are usually calculated aatiifm point numbers. Often they are converted fbiBteger data for
storage and display. This is done by a linear nmappf the relative concentrationg,g The resulting 8bit concentration
images are treated as monochrome images or calokiup tables are applied to generate realistiourampression.

Alternatively, the relative concentrations, g can be recalculated into intensity values accardim the absorption
process. For that, we can rewrite Eqn. (S5) (uBiqg. (S17) and (S22)):

1(A)=1,(A) s (S61)

Under the assumption of a linear absorbance foomatqn. (S61) allows the calculation of 8bit RGBpthy values
based on the stain vector and the relative coratons:
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R = 25508 ™% (S62)
G = 2550 =% (S63)
B =2550 "% (S64)

An additional gamma correction factoy ik used to adapt the RGB signal contrast to thgrdistic conditions. This is
useful to compensate the non-linear absorptionacharistic and the additional non-linear deformatid the contrast
curve, caused by the constant factor arising fr@im syector normalization (see Eqgn. (S35)).

For illustration, we calculate the RGB display edifor DAB and HTX with average normalized staintees from Fig.
2 (see main document). The resulting RGB coloues @displayed in Fig. S6 and S7 for variations ofatigé
concentrations ‘cand gamma correction valug Khe D65 and the RGB LED stain vectors from Figead to slightly
different RGB display colours. The display coloofshoth stains are realistic and similar to typisample colours of
microscopic specimén The effect of the gamma correctiopikvisible. An appropriate gamma value compensikes
non-linear signal contrast and leads to the vipaateption of linear relation between RGB signal eoncentration.

Altogether, this points to a careful interpretatimconcentration images. Such images do not nadbsfust display
the relative stain concentrations as linear or »gsomrential intensity values. They can contain add# gamma
correction and — depending on the actual softwapementation — concentration values outside ofrttege bit depth
can be either simply clipped or mapped into thedvednge. This is a problem especially for decoutioh errors in
form of negative concentration values, because tbay to intensity values above the maximum intgnsinge
(according to Eqn. (S62) to (S64)).

DAB HTX
Rel. concentration c* Rel. concentration c*
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

0.2
03
0.4
0.5
0.6

Gamma correction

0.7
0.8

Supplementary Figure S6 | Reconstructed stain colours for different concentrations of DAB and HTX
(normalized stain vectors modelled wit5 illumination) and varying gamma correctiéq

DAB HTX
Rel. concentration c* Rel. concentration c*
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Gamma correction
o
«n

Supplementary Figure S7 | Reconstructed stain colours for different concentrations of DAB and HTX stains
(normalized stain vectors modelled wiReB LED illumination) and varying gamma correctidg
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Error Discussion

The quality of imaging based histological and oytiital sample analysis is influenced by variousatp A total error
cannot be specified exactly, for example becaushefunpredictable variations of sample preparatigurantification
needs stoichiometry, absorbing dyes and intacterathan sectioned objetts Since measurement also requires
specification of its uncertainty, we describe thestreritical sources of error and estimate thematisions. In particular,
we discuss influences of sample preparation, intagind stain properties.

As a precondition, we assume best imaging praeticeperfect system setup in terms of optical adjast, stable and
homogeneous illumination and linearity of electosni

$1.9: Aspects of IHC Preparation

Beside other staining techniques, immunohistocheyn{fHC) is of special interest in diagnostic paltbgy. Therefore
we particularly review this technique in contexigoiantitative image analysis.

IHC has changed its status from being “staining”atajualitative, a semi-quantitative and - more amgte - a

guantitative target detection method. IHC sampé&paration is the most important and at the same tirast complex
and critical link in IHC quantification. Details tfiC preparation were discussed a long time anck lafifprts have been
made to standardize the preparation or at lead¢fioe application specific guidelines. A large ra@nof publications
are addressing preparation, error effects and atdimhtior?™>>° We can summarize that without reference, calibnat

reproducibility and error specification there ismeasurement, quantification and even qualification

In IHC, ideally all antigen targets will be foundda converted into saturated chromogen precipitBtg. sample
extraction, pre-treatment, fixation, target retakand detection influence the labelling of targgmals. This leads to
varying relation between chromogen concentratiod target signal. Those variations can only be @at@d by
standardization of sample processing.

Saturated antigen detection does not necessanily istoichiometry of the “staining”. Most of the rdmogens used in
IHC protocols produce non-stoichiometric signalbkisTis especially the case for both stains examinedur study,
DAB and HTX. The “blueing”-step involved in HTX sténg cannot be considered stoichiometric. Even Dsi&ining
is not stoichiometric because of its macromolecsilgrer-structure. Quantification errors due to wvikmand non-linear
antigen-chromogen relationship can only be avoldedtandardization and calibration. Especially ldteer is difficult
to realize because of a missing IHC calibrationdad. In addition, the request for biochemicahalgsaturation can be
contradicted by the demand for unsaturated imageats, as will be shown below.

All steps of an IHC protocol can have critical ughces. Variations of the protocol might induce redfctable
quantification errors. Thus, IHC interpretation htigall back onto a quantitative level. But nowaslagutomated IHC
preparation delivers highly reproducible samplelsisTstandardization is important for a reliableretation between
antigen and stain concentration, as found in mamjies*.

The exact characterisation of the effect of IHCiatéwns onto IHC quantification is not our scopee \&@ddress the
influences of imaging and image analysis. Thissieatial prior to an analysis of IHC variations.

$1.10: Imaging Errors

Microscopic imaging is affected by inhomogeneolsgrination in the sensor plane due to vignettindg amsalignment
of optical elements. To ensure correct intensitasaeements microscopic images have to be ‘flat’fidrrected with a
background image as reference. Beside this, baed [BL) compensation is necessary. This is dgnsubtracting the
camera noise floor from the image signal. Botht field and black level correction are essentiatransmitted light
microscopy applications.

Quantitative imaging should avoid “signal satumtioln transmitted light microscopy the signal istwlly not light
intensity but strength of absorption. The minimuamera signal represents the “saturation level’s Thinimum signal
is equivalent to the maximum measurable conceofradf a stain. It is determined by the camera nfiis®. To prevent
signal saturation, camera values should exceeddise floor plus the shot noise (rule of thumb:tb.2 times BL).
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In digital imaging there are two types of shot eoithe camera shot noise and the photon shot nidigecamera shot
noise depends on the specific camera electronit®perating parameters. The photon shot noiseisdh-linear noise
of the incident light. It is proportional to theusge root of the mean number of photon electregs.n

For low light levels the total shot noise is maidifined by the camera electronics. For high lighels it is determined
mainly by the photon shot noise. An approximatidthe number of total shot noise electrons is givgn

2 2
Nnoise D\/ Ngignal ¥ Neep + Nave (S65)

where r¢p is the numbers of sensor shot noise electronsgpdis the numbers of amplifier shot noise electrons.

Assuming linear camera characteristics with antede@ conversion factor G* = e we get

nFuIIWeII

Al noise D\/G* O signal +Al éCD +Al iMP (866)

With Eqgn. (S66) the total shot noidé&,.isccan be estimated for camera intensity4

For our calculation we assume typical values ofuacooled 8bit camera with full well capacityfye=50.000
electrons, sensor shot noilk-cp=1, amplifier shot nois@lyp=1 and maximum camera intensity valugd255. For
the entire intensity range afgh.~0..255 a nearly constant intensity variatiiln,s.~ 1.6 was experimentally calculated.
In the following we ignore the shot noise amplifioa caused by the flat field correction.

Quantization noise is an additional signal uncatyailt is caused by the analog-to-digital convensbecause a whole
range of light intensities create identical outpaltues. This quantization noid¢pc is about a quarter of an intensity
digit (or 0.25 LSB - least significant bit).

From total shot noise and quantization noise tlegame signal nois#sl can be estimated:

Al = A2 +A12, =+ 025 +167 =16

noise

The above noise model gives a principle descriptiomoise sources and an explanation of their agditharacteristics.
However, the signal noise estimated here is a ‘test’ value, only found under ideal imaging cdodg. It is close to
values typically stated in sensor data sheetsrdatigal situations, noise values are higher.

Because of the logarithmic transformation of intgnmito concentration values (Egn. (S7)), the &g concentration
uncertainty is non-linear. It can be calculated by

_ 1 (1-a) 1 (1+nl
e _ZJAIn( | j+25A m( | j
Ac_ 2 _20() \ Lo W L T (S67)

(S68)

With this equation, the relative concentration utaiaty due to shot noise and quantization noisebmacalculated.

In Fig. S8 the concentration error is displayedtfa image intensity Ig),—BL, a black level BL=5, a maximum signal
10=255-BL and a signal noig&l=+0.8 for the intensity range.h=0..255. The graph demonstrates that concentration
values are accurate only in the mid intensity rafidgees relative concentration error rises up to Z0%dow intensities
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and up to 80% for high intensities. For high conicions this error is determined by the camera sbise. It can be
reduced by camera cooling. For low concentratibisdetermined by the photon shot noise and cama@liminated.

According to this result, low as well as high camtcation values are affected by the quantisatisareDepending on
the application requirements, image elements witidmnisities close to BL respectively tg,should be rejected.

This quantization error is a statistical error oréging from logarithmic conversion of the signaiise. It is independent
of the deconvolution error and small compared teepinfluences. However, it contributes to the ltot@asurement
error by a few percent.

100.000 -

10.000 -

1.000 -

Ac /¢ * 100 [%]

[ e e e e e e L o e o L o o e o e e o LA e o o o o o e e

Image Intensity (8bit)

Supplementary Figure S8 | Relative concentration error induced by logarithmic
conversion of image noise (‘best case’ scenarib Voitv image noiseéll=+0.8 LSB

$1.11: DAB Absorption and Scattering

In biomedical light microscopy the image contrasfarmed by an interaction between the incideritland the atoms,
molecules and the structures of tissue and celpknThe electromagnetic field of the photonsciattered by the
objects of mattet**>'’ The macroscopic effects of these alterationsbean even in a complex way - described by the
Maxwell equations.

Inelastic scattering processes, such as Ramaresogttand fluorescence, lead to light emission witlivelengths
different from the incident light. In transmittemtit imaging they can be neglected due to theiriskang intensity.
Under standard conditions an elastic scatterindpespredominant process. It can be divided intomasce and non-
resonance scattering. Elastic scattering has thdafental characteristics of an undetermined soaitalirection,
which for homogeneous and dense media leads ttanference induced net forward scattering. Theegfthe
incoming light seems to simply pass the homogenedeisse medium. Under certain conditions, the pgsijht is
attenuated by dissipative resonance absorptiors dthsorption can be considered as special typeatiesing, because
it is initiated by the same physical interactiorpbbtons and matter.

That said, the well-known effect of one of the miagportant chromogens in diagnostic imaging, 3'#fdinobenzidin
(DAB), being “not a true absorbéf” *'®can be treated more specific. DAB molecules amgabsorbers in the visible
wavelength region due their conjugated electrotesysBesides that, it is known that the brown DA8&irsng is also
“created” by the polymeric, amorphous, non-dropteticture of the DAB macromolecufés™® $2°The assumption of a
homogeneous substrate is not valid for small, cosel@ particles and the effect of net forward soatjes lost. DAB
particles are contributing to the light extinctionan additional way, different from resonance apgon described by
Lambert-Beer. DAB is not a ‘pure’ absorber. DAB aitizs and scatters. The scatter characteristic dispamthe DAB
particle size, form and distribution which are \adlrying with the chemical properties of the DAB st#mce and the
preparation conditiort&

Both, absorption and scattering, lead to a conagatr dependent alteration of the spectral extimctirhe concentration
dependency of the scattering effect cannot be fined by logarithmic transformation like the abdap effect (Eqn.
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(S33)). The scattering is the source of the noedinbehaviour of the DAB stain. Bernardo ef’atited “However,
using DAB as a chromogen is problematic becausaear relationship between the amount of antigesh staining
intensity exists only at low levels of the latt&*”and “Image analysis systems that assess the ambwstiining by
measuring absorption can yield inaccurate readiegsuse of the non- linearity of signal at higlesels of antiger™.

DAB is a good scatterer for electron and darkfieidroscopy, but it is not well-suited for quantitat photometry.

So far, we have treated DAB staining in our stuslypare absorber because (i) the deconvolution eowaid as well be
studied with arbitrary absorption spectra andv(i) aimed to determine the undistorted deconvolutimar and thereby
the maximum achievable accuracy of CD measurements.

However, to give a comprehensive view we add atestad) component into our numeric model. Thereby cae
compare deconvolution error and ‘scatter error’.

$1.12: Simulation of DAB Scattering

Due to the particle character of the DAB reactiondpict the Lambert-Beer equation (Eqn. (S2)), wisiskumes small
stain concentrations and no interaction between ahsorbing molecules, is incomplete for DAB. Phaotnin
guantification and other methods based on lighitatton cannot simply handle such ‘particle staias’'pure absorbing
molecules. The light scattering has to be incorgar@nto the extinction process.

For an estimation of the influence of light scattgrwe assume a DAB patrticle size far below thébléswavelength
range. This seems plausible because of the apjiigadf DAB in electron microscopy. Therefore warc— as a first
order approximation — assume a Rayleigh charatiteasthe scattering.

We can extend Eqgn. (S2) to
1(1) = 1,(A) erlalnu.n)s (S69)
Equation (S69) describes the extinction as funatibabsorption and scattering.

Herein, the Rayleigh scattering coefficienk ) depends on the wavelengdththe wavelength specific refraction index
n(\) and the number of molecules per volume N.

8 (., 2
hAN)=_ (n2(1)-1) (s70)

With the proportionality(nz(/])—1)2 ~N? from the theory of dispersi6tf and with the assumption of normal

descending dispersion without anomalies, we cafenethe exact value of k( compared to the A7 influence and can
approximate the scattering as a function of wawgtek and relative concentration ¢’ with

, m4- |]:lk2
h(A,c) ~k1$ (S71)
This approximation can be included in our modehimdifying Eqn. (S5)using Eqn. (S17) and (S22))
1(1) =1,(1) & ek (S72)

In this approach, the scatter contribution anddbecentration dependency of the scattering canob&ralled by the
parameterskand k.

Based on this extended model, we calculated thetrgheextinction of ‘scattering DAB’ (sDAB) as wels the
deconvolution error of SDAB/HTX double staining.
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Supplementary Figure S9 | Optical density of SDAB for various concentrations
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Supplementary Figure $10 | Extinction of SDAB for various concentrations

The spectra shown in Fig. S9 and S10 are calculaitdk; = 0.2, k = 0.5. These values are chosen by assuming an
optical density ratio from scattering and absomptié about 1/2 (for c'=1 anli=A;,) and an increase of scattering with
Jc' . Furthermore, it is assumed that the optical dgngalues obtained from [sd-3] already include traig.
Therefore, the pure absorption spectra are catmlily subtracting the scattering portion from thigioal spectral
values (with ¢'=1; k k, as state above). Of course, these arbitrary valtiés and k have to be used as long as no
spectral reference data is available.

Figure S9 displays the normalized optical densibgd alemonstrates the effect of scattering for varylDAB
concentration. With increasing DAB concentratidie bptical density increases for short wavelengtitsdecreased for
long wavelengths because of the signal normalisatimte, without scattering this normalized optidehsity spectra
would be independent of the DAB concentration pfimition.

The absorption spectra in Fig. S10 increases togaittration with increasing DAB concentration. Doiscattering, the
rise of the absorption is stronger for short wangths than for long wavelengths. The overall inseeaf the spectra is
not an indicator for scattering as can be seeralyulating these spectra without scattering compbne

These spectral results are meaningful and plauaidereflect the behaviour of stains comprisingogttson and scatter
characteristics.
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With the above parameters & 0.2, k = 0.5) we have modelled the deconvolution of SDAB&ouble staining.

Fig. S11 and S12 display the results for widebaf# Mumination and narrow band RGB LED illuminatiddoth figures are created
analogue to Fig. 3 and 4 in the main document.

The average values of the relative errars*,| from Fig. S11 and Fig. S12 for the value range*pf= {1, 2, 4, 8} are:

IAC” uore| = 69.4 % ‘Ac*outHTX‘ =107.1 %
D65 D65
‘Ac*outDAB‘ =133 % ‘Ac*outHTX‘ =16.3%
RGBLED RGBLED
Deconvolution Results Deconvolution Results
a I c*outoas b *outhmx

. C*ioas Hooss
0.1 1 2 4 - 01| 1 | 2 | 4

0.08 097 | 213 | 485 | 11.85 011 ] 012 | 001 | -0.60 | -3.72
0.09 098 | 215 | 4.97 | 12.52 099 | 1.00 ( 0.87 | 0.14 | -3.74
0.15 105 | 224 | 521 | 13.41 1.88 | 1.87 | 1.70 | 0.76 -4.00
0.47 143 | 273 | 6.11 | 1548 330 | 3.20 | 286 | 1.30 | -5.06
2.18 342 | 512 | 9.36 | 19.93 437 | 3.83 | 289 | 0.05 | -7.99

Rel. Deconvolution Error d Rel. Deconvolution Error
C [ c* outpas-C*inpas | / c*inpas* 100 [ * outhmx-C ¥ intmx [ / o™ 100

C-*iﬁmn :
0.1 1 2 _
15.9 2.5 6.3 21.2 48.1

01 ] 1 (72 e
1] 108 19.0 | 89.2 | 696.7 | 3815.8

58 ! 15 7.5 24.2 | 56.6

1.1 ! 03 | 129 | 86.5 | 473.6

515 . 5.0 121 30.1 67.6 6.1 . 6.5 | 148 | 619 2998
370.1 : 42.6 36.6 52.9 93.4 17.6 : 20.0 | 285 | 67.4 | 2264
2081.3 | 241.7 | 155.9 | 134.0 | 149.1 453 | 52.1 [ 63.8 | 994 199.8
e Rel. Deconvolution Error f Rel. Deconvolution Error
|Ac*outDAB| | Ac*outHTX|

500.0 1 —_—
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200.0
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Supplementary Figure S11 | Deconvolution of SDAB/HTX double stain modelled witB65 illumination anc
SonylCX285AQ color CCD sensor. The model compssattering. Shown are concentration results,g*for
DAB (a) and HTX (b) and relative deconvolution esréor DAB (c, e€) and HTX (d, f). The modelling viase:
on normalised stain vectors and was calculateddifierent input concentrations g* The deconvolution w
performed in the B/G plane projecti
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Deconvolution Results Deconvolution Results
a c*outnas b

0.1 1 o
0.09 0.98 | 2.08 | 450 | 10.05
0.09 0.97 | 2.06 | 447 | 9.99
0.10 | 0.98 | 2.06 | 445 | 9.94
0.17 1.03 | 2.09 | 445 | 9.85
0.48 131 | 234 | 462 | 9.84

c*outrmx

Finpas ;
01| 1 2 [

0.11 | 0.11 | 0.06 | -0.17 | -1.11
1 | 1.00| 1.02 | 098 | 0.78 -0.10
2 | 197 | 2.00 | 1.98 | 1.81 1.01
| 384 | 3.89 | 3.90 | 3.80 3.16
PP A N P ST e o3 BT A ) 2

C Rel. Deconvolution Error d Rel. Deconvolution Error
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41§ 27 | 25 | 49 | 211

9.8 Bl I 1.2 11.0

0.1 1 2
12.0 2.2 3.8
9.9 & 20 3.2 11.8 24.9
33 i 21 3.0 11.3 24.2
68.9 3.0 4.7 11.2 23.1
379.7 : 314 | 17.2 | 155 22.9

e Rel. Deconvolution Error f Rel. Deconvolution Error
| Ac*outDAB| | Ac*outHTX|
400 — -
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c*inDAB c*inDAB

Supplementary Figure S12 | Deconvolution of SDAB/HTX double stain modelled witRGB LED illumination
and SonylCX285AL monochrome CCD sensor. The modgbrisesscattering. Shown are concentration rest
c*.utfor DAB (a) and HTX (b) and relative deconvolutemors for DAB (c, €) and HTX (d, f). The modelling:s
based on normalised stain vectors and was calcdlé&te different input concentrations g*The deconvolutic
was performed in the B/G plane projection.

Both value%c*out are by 50% increased compared to the values im#ie document. The valu?&*om‘ are by
D65 RGBLED

200% respectively 500% increased compared to thesan the main document.

This increase can be interpreted as scatteringteffer D65, the additional error induced by DARtsering is smaller
than the deconvolution error. For RGB LED, the dguasnochromatic characteristic is diminished by DA&attering.
The absolute error induced by scattering is smdider RGB LED. The RGB LED is still the more “acctea
illumination”.
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DAB scattering mostly affects the stain mixtureshwinedium and high DAB concentrations. Therefore,c@mpare
error vaIuesTAC*om averaged in the range;gihe = {4, 8} and c*y7x = {1,2,4, 8}. According to Fig. S11 and Fig. 3eth

scattering induced error for D65 and medium/highBED@oncentration is about the same size as the detdion error.
We conclude that the scattering error is not a gmadant effect. When imaging is based on widebgrettsa, the
deconvolution error is not negligible in relatianthe scatter error — even not for moderate DABceatrations.

For narrow band illumination, the scattering effdoiminates the error. The small RGB LED deconvotuterror is
irrelevant compared to the scatter error.

The deconvolution error, the quantization error #edscattering error increase with the DAB coneditn. Therefore,
care must be taken interpreting deconvolution tesubm high stain concentrations. This should miglead to the
assumption that errors are negligible for small ametlium concentrations. Medium DAB concentratiohs*@as = 4
are commonly found in IHC measurements (compairie stour in Fig. S6 and S7). According to Fig. Siife D65
errors for chag=4 range from 25% up to 85%. In our opinion, errofsthis dimension should be included into
measurement interpretation — especially becausgestteenot statistical errors, but distinct methataberrances.

The aim of our simple scattering model was to estiinthe dimension of the scatter influence. It waisour intent to
analyse DAB scattering in all details. However, #pproach is efficient and useful. With a bettedenstanding of the
scatter characteristics and the availability oérefce data, this model could be optimized, apprevel integrated into
stain separation techniques.
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Symbols

a,By Vector slope in plane projections

a(A) Spectral absorption coefficient

o(A) Spectral molar optical density

T(A) Spectral transmission of a filter / stain

da Angle between stain vectors

X(A) Molar absorption coefficient

Ar, Ac, A Absorbance (red, green, blue spectral band)
A(N) Spectral absorbance

BL Black level / noise floor

c Concentration

c Relative concentration

c Normalized relative concentration

G* Electronic conversion factor

h(A, N) Rayleigh scattering coefficient

hQ, c) Approximated Rayleigh scattering coefficient
I Image intensity value

I(A) Filtered spectral light intensity function

lo(A) Spectral light intensity function

lcam Camera intensity value

I max Maximum signal

Irei(A) Relative spectral light intensity function

Al Signal uncertainty / signal noise

Al ppc Signal quantization noise

A\JRVTS Signal amplifier shot noise

Alcep Signal sensor shot noise

Al poise Signal total shot noise

ky, ko Parameters controlling the contribution and thiecentration dependency of the DAB scattering
Keep CCD factor (linear signal amplification)
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Ky

n@)

Navp
Ncep
Neuiwell
Nnoise

nSig nal

N

,G, B
G, B

» 0o

(M), (M), (M)
VR Ve, Ve
Vor, Voa Vos
V'r Vg, Vg
V'or V'oe V'os
X, Y, Z

). yl1).44)

Indices

1,2,3..i
a

K, I, m..j
n

p
R,G,B
D65
RGB LED
DAB
HTX
FastRed
in

out

Gamma correction factor

Spectral refraction index

Numbers of amplifier shot noise electrons
Numbers of sensor shot noise electrons
Number of full well capacity electrons
Number of total shot noise electrons
Number of photon electrons

Number of molecules per volume
Linear RGB colour display values
Nonlinear sRGB colour display values
Thickness of filter / sample

Spectral sensitivity of a RGB colour camera

RGB camera signals of a stained sample
Maximum RGB camera signals
Modelled RGB camera values

Maximum modelled RGB camera values
CIE XYZ colour coordinates

Spectral sensitivity of a norm observer

Indices of stains

Index of averaged values

Indices of spectral wavelength
Index of normalised values
Index of pure stains

Indices of red, green, blue spectral band
Index of D65 standard illumination
Index of RGB LED illumination
Index of DAB stain
Index of Hematoxylin stain

Index of FastRed stain
Index of input concentrations
Index of output concentrations
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