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A Self-Organising Model of Thermoregulatory Huddling
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Supplementary Analysis of Micro-Huddling

To explore the relationship between pup flow and the exchange of pups between micro-huddle states

further, we sought to define a baseline aggregation level, against which huddling at different ambient

temperatures could be compared. To this end we first note that a group of N pups may be grouped in

many different ways. For example, we might observe N = 8 pups grouped in three subgroups compris-

ing 4, 3, and 1 contacting pups, or in four subgroups comprising 4, 2, 1, and 1 pups, or in four subgroups

of 3, 3, 1, and 1 pups etc. Schank & Alberts refer to these patterns, e.g., (4,3,1), (4,2,1,1), (3,3,1,1), as

‘aggregons’ [1], and show that for N = 8 pups there are 22 unique aggregons including the macro-huddle

(8) and no-huddle (1,1,1,1,1,1,1,1) aggregons. For N = 8 pups, the number of aggregons comprising

H = {1, 2, 3, 4, 5, 6, 7, 8} subgroups are {1, 4, 5, 5, 3, 2, 1, 1} (see table 1 of [2]), and dividing these

frequencies by the total defines a probability mass distribution p(H) = { 1
22 ,

4
22 ,

5
22 ,

5
22 ,

3
22 ,

2
22 ,

1
22 ,

1
22}.

For eight pups randomly forming new aggregons at a constant rate, the average number of subgroups

is therefore the expected value of p(H), which is E(H) =
N=8∑
i=1

p(hi)hi = 3.91 subgroups. In more

general terms, the unique aggregons for a given N are referred to as the integer partition of N [3],

and in Figure 1 of this document we present a recursive algorithm for partitioning N , which calcu-

lates the unique aggregons, p(H) and E(H). For our N = 12 pup simulations the algorithm returns

p(H) = { 1
77 ,

6
77 ,

12
77 ,

15
77 ,

13
77 ,

11
77 ,

7
77 ,

5
77 ,

3
77 ,

2
77 ,

1
77 ,

1
77} and thus predicts an average of E(H) = 5.18 sub-

groups. In Fig. 5B of the main text we show how the average number of subgroups in our simulations

varies with the ambient temperature. The relationship follows an approximately sigmoidal curve with the

theoretical 5.18 subgroups average occuring at an ambient temperature of ≈ 25◦C, close to the middle

of the linear zone of the sigmoid where we indeed expect pups to be flowing between subgroup states.
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Comparing the average number of subgroups with the theoretical baseline E(H) may therefore be a use-

ful way of relating pup flow to aggregation levels, and for comparing experimental data with the group

behaviour predicted by the model. For further discussion of the validity of this combinatorial approach

see [4, 5].
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def Split(C,A,S):
    # A: parts already split
    # C: part to split
    # S: number of splits
    for B in range(1,C):
        #split C into new parts B and C
        C-=1
        P = A+[B,C]
        #check no decreasing parts sizes in P
        up = True
        for i in range(1,S+1):
            if (P[i]>P[i-1]):
                up = False
                break
        #if not, count P as a unique partition
        if up:
            global H
            H[S]+=1
            print P
        #recursively split part C
        Split(C,A+[B],S+1)

def Partition(N):
    #initialize frequency histogram
    global H
    H = [1]
    for i in range(1,N):
        H+=[0]
    #begin recursive partition
    Split(N,[],1)
    print [N]
    #count total partitions
    T=0.
    for i in range(N):
        T+=H[i]
    #probability mass distribution p(H)
    pH=H
    for i in range(N):
        pH[i]=H[i]/T
    del(H)
    #calculate expected value of p(H)
    E=0.
    for i in range(N):
        E+=(i+1.)*pH[i]
    return pH,E,T

#partition N=8 pups
N=8
print 'aggregons: '
h,E,T = Partition(N)
print 'E(H)= '+str(E)

Figure 1. Python code for computing the integer partition of N . Prints the unique aggregon sequences
and returns the probability mass distribution p(H) and the expected value E(H) for a given huddle size
N .


