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1 Leave-one-dataset-out cross-validation

Instead of arbitrarily setting aside some large and informative datasets for validation, we initially tested
our models in a leave-one-dataset-out cross-validation procedure (Supplementary Figure S1). The goal of
this procedure is to build the best possible model by using all major datasets for training, and to still obtain
an accurate (in particular not over-optimistic) estimate of how well this model will perform when applied
to independent data.

For the overall survival signature, we first selected the 6 largest datasets as training datasets. We excluded
the small datasets (< 75) because small datasets often display unusual patient characteristics and because
they have minor impact on the feature selection and are thus more valuable as test than as training datasets.
Then we trained 6 different models and always excluded one dataset from training. These 6 models were
then validated each time on the corresponding excluded datasets. This procedure thus results in one risk
prediction per patient, which can then be used for model evaluation by comparing the risk prediction with
the observed outcome. This is not an over-optimistic evaluation, because to calculate a particular patient’s
risk score, only information from different patient cohorts was utilized.

Exclude dataset i, include all other n -1 datasets!

Validate model in dataset i, increment i!

Train model on the included  n - 1 datasets!

Done!

n datasets, set i = 1 !

!"#"$"!"

!"#$

%&$

Figure S1: Flowchart leave-one-dataset-out cross-validation algorithm.
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2 Fixed- vs. random-effects survival signature

In this section, we explore how two different options for pooling the regression coefficients across datasets
affect the final overall survival model. We compared a fixed-effects meta-analysis, in which coefficients
are weighted by the inverse of their squared standard errors, with a random-effects model, which uses the
restricted maximum-likelihood method, the default method in the metafor R package [27].

The overlap of the gene signatures obtained with a fixed- and a random-effects gene ranking is shown in
Supplementary Figure 2(a). Out of the 200 genes in each signature, 159 were present in both signatures.
The choice of the meta-analysis method had no marked impact on the pooled Cox regression coefficients;
the 241 genes utilized in the two signatures had highly similar coefficients across the fixed- and random-
effects meta-analysis (Supplementary Figure 2(b)). Supplementary Figure 2(c) to 2(e) show the Cox re-
gression coefficients in all datasets, focussing on the genes present in only the fixed-effects signature, only
the random-effects signature and present in both signatures, respectively (these cases correspond to the
3 sections of the Venn diagram). Genes with relatively higher heterogeneity across studies are marked
in black in the heatmap. In the fixed-effects signature, 12 genes displayed statistically significant hetero-
geneity (P < 0.05, Q-Test [12]). When accounting for heterogeneity, probesets with heterogeneity drop in
their ranks and are replaced in the random-effects signature with probesets displaying less heterogeneity
(Supplementary Figure 2(d)).

The observed heteogeneity is almost exclusively caused by differences in the effects estimates from the
Yoshihara 2010 and the Bentink et al. datasets. As a result, the random-effects analysis removed genes
that have strong effect in most training datasets, but no effect or a discordant effect in either of these two
studies. The random-effects model then replaced these genes with ones that have slightly weaker, but more
consistent effect. This can be an advantage or a disadvantage depending on whether the heterogeneity is
indicative of biological variation or of technology driven study-specific artifact.

To explore whether technical issues in these studies are the main sources of heterogeneity, we used In-
tegrative Correlation Analysis [17]. A low integrative correlation of a gene indicates unusual pattern of
expression correlations when compared to two reference datasets (Bonome and TCGA). We reported aver-
aged results using once the Bonome and once the TCGA dataset as reference.

The analysis was done utilizing the MergeMaid [31] and metaArray [10] R packages with default Pearson
Correlation. We then tested whether the genes with heterogeneity have lower integrative correlation,
indicative of unusual expression, compared to the genes exclusively found in the random-effects signature
(Supplementary Figure 2(f)). The analysis was performed independently for both the Yoshihara 2010 and
the Bentink datasets. In both datasets, genes with heterogeneity tend to have lower integrative correlation
than genes without, indicating that technical issues are at least partly a source of heterogeneity. The
difference was however not statistically significant (P = 0.1, two-sided Student t-test).
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(b) Comparison of pooled regression coefficients
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(c) Genes only in FE signature
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(d) Genes only in RE signature
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Figure S2: Comparison of a fixed- (FE) and a random-effects (RE) ranking of genes. See main text for a
description of the panels.
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3 Survival gene signature size

In all our analyses, we fixed the gene signature size to 200 genes. This size was motivated by the fact that
this size is sufficiently small to be practically useful in a clinical test and by the performance of validated
and random signatures [28]. It was shown in Waldron et al. that smaller signatures tend to be less robust
than large signatures. Furthermore, larger signatures allow the use of pathway enrichment tools, which
are often useful for prioritizing genes for further experimental validation. Finally, because we plan to
apply the models to a large cohort of FFPE specimens, we decided for a larger signature to provide some
redundancy. This is important as we expect that some genes in the signatures will not be available after
quality controlling.

Our algorithm weighs genes according their rank (see Methods). This means increasing the signature size
is expected to have only limited influence on the prediction performance at some point as the weights of
the genes decrease. Increasing the number of features in an ensemble classifier such as the compound
covariate score is not prone to the overfitting as in multivariable regression, where one may optimize a
model to perfectly explain the data. All tuning parameters - algorithmic details, training datasets and
gene signature size - were determined beforehand to allow an unbiased use of the training data for testing
purposes in our leave-one-dataset-out testing procedure.

In Supplementary Figure S3 we confirm that the signature size had only modest impact on the prediction
accuracy in our algorithm, as long as the signature size was larger than 100 genes. In this figure, the
prediction accuracy is reported with the C-Index metric. The C-Index is a pairwise comparison of patients,
summarizing the fraction of pairs where the patient predicted to be at higher risk in fact has shorter
survival. A C-Index of 0.5 would correspond to a random model, and a C-Index of 1.0 of to a perfect model.
Such a perfect model would predict the correct order in which patients die. We chose this performance
measure here instead of Hazard Ratios because it has an easy interpretation, is essentially parameter free
and does not require a dichotomization of the prediction scores.

4 Comparison with the TCGA signatures

We compared our signature to the TCGA signature [5]. To apply the TCGA signature across microarray
platforms, we matched the 193 probe sets in the signature to 185 unique gene symbols [22] used in curate-
dOvarianData. We first reproduced the reported performance of this model in the three TCGA test datasets
[3, 9, 25] to ensure the correctness of our model implementation (Supplementary Figure S4). Among the
200 genes in our signature, 17 overlapped with the TCGA signature (P < 0.001). The p-value of this over-
lap between our and the TCGA signature was calculated with the hypergeometric distribution, using the
number of genes common to all training datasets as background.

We used standard bootstrap to assess the statistical significance of the difference in Hazard Ratios (HR)
between our signature and TCGA’s. We considered all cohorts together, excluding TCGA, resulting in
a total of 1031 patients where direct comparison to the TCGA signature could be made. We generated
10,000 bootstrap replicates using standard sampling with replacement from this pool of 1031 patients.
From these replicates we estimated confidence intervals for the individual HRs and their difference. We
reported p-value corresponding to the fraction of bootstrap replicates with higher HR in TCGA. Note that
the confidence interval of the difference in HR may exclude zero (thus resulting in a statistically signif-
icant difference) even though the two confidence intervals of the individual signatures are overlapping.
We further calculated the improvement in C-Index of our model compared to TCGA and found only a
moderately, not statistically significant improvement from 0.605 for TCGA to 0.615 for our model.

Since the C-Index is widely known to be relatively insensitive to prediction improvements [18], we tried
to estimate the required improvement in Hazard Ratio to achieve significance on the C-Index scale. To
this end, we simulated better versions of our model with statistically significantly improved C-Index. We
utilized a greedy Monte Carlo optimization (start with our risk scores; randomly select a patient; sample
a new risk score for this patient from our risk score distribution; accept the change if the Cox model is
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Figure S3: We used for all our gene signatures a fixed gene signature size of 200 genes. Here we show
the influence of this cutoff on the prediction concordance of the overall survival signature. Each point
represents the prediction concordance of a model with x genes in the corresponding dataset that was
trained using the remaining datasets only.

improved; stop when the C-Index improvement over TCGA achieves significance; repeat this simulation
25 times). We observe that in these simulations, an additional HR improvement of 0.27 over the 2.19 of our
model (to 2.46, compared to 1.83 for TCGA, see Figure 4 in the main paper) would be needed to achieve a
statistically significant improvement in C-Index. Note this simulation assumes independence of risk scores
(patients with similar expression profile would have similar risk scores, however), but the main purpose
of this simulation is to illustrate the relationship of the scales of HR and C-Index.

The TCGA project recently published an improved gene signature called CLOVAR [26]. We could map 87
of the 100 genes of the signature to probesets used in curatedOvarianData. 21 of these genes overlapped
with our gene signature (P < 0.001).
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Figure S4: TCGA model applied to the author test sets shown in Figure 2c of the TCGA paper [5]. The iden-
tical results show that our implementation of the TCGA model is correct. Red survival curves correspond
to high risk patients, blue curves to low risk patients.
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5 Comparison with the CLOVAR multivariable model

We classified all datasets by TCGA subtype using a single sample GSEA variant as implemented in the
GSVA package. Subtype specific gene sets were first identified with the limma package in the TCGA data
using the official TCGA subtype labels1. Final subtype scores were obtained by subtracting the ssGSEA
scores for the down-regulated gene sets from the up-regulated genes. We again used default gene set
sizes of 200 genes for each subtype (100 up- and 100 down-regulated genes per subtype). Applied back
to the TCGA data, this approach classified 89.2% of the samples correctly. Note that TCGA used unified
expression measures obtained from multiple platforms for training, not the Affymetrix data we used in
our meta-analysis. In Supplementary Figure S5, we show an association of subtype with overall survival
in all datasets except TCGA consistent with the report of Verhaak et al. [26]. The immunoreactive subtype
had in both TCGA and the remaining datasets the best prognosis. Poor survival was in general observed
for samples classified as mesenchymal.

We then tested for consistent overlaps with the Australian Ovarian Cancer Study Group (AOCS) subtypes
as published by Tothill et al. [25]. All mesenchymal samples were assigned to the AOCS cluster c1, which
had poor prognosis in the Tothill data (Supplementary Figures S5C and S6). Most immunoreactive samples
were assigned to the c2 cluster and c2 samples had consistent with our results better outcome in the Tothill
dataset.

Verhaak et al. provided ssGSEA scores for various public datasets in their Supplement and we compared
these scores with the scores of our implementation. We found a high correlation of scores (ρ = 0.88,
Supplementary Figure S5D). Note that a perfect correlation is not expected, since we used a different
pre-processing protocol of the public data and utilized different probesets.

Verhaak et al. proposed a multivariable model including tumor stage, debulking status, BRCA1/2 muta-
tion status and ssGSEA scores for the immunoreactive and mesenchymal subtypes. BRCA1/2 mutation
status was unavailable for our validation datasets. As the survival association of the ssGSEA scores were
discovered in most of our validation datasets, we tested a multivariable model using the CLOVAR patient
stratifications in high- and low-risk (based on the median of CLOVAR risk scores in all datasets except the
validation data), tumor stage, debulking status and ssGSEA scores for all 4 subtypes. This model was then
5-fold cross-validated using all datasets combined. This model performed very similarily to the one pro-
posed by the authors using only 2 ssGSEA scores, but did not require any biased feature selection.

The Pearson correlation of the risk scores of our meta-analysis signature and both TCGA signatures (for
Verhaak et al. based on the CLOVAR signature only, not the multivariable predictions) are shown in
Supplementary Figure S7. In this figure, we further compare the models with the random-effects variant
of our model, in which the univariate Cox regression coefficients were pooled with a random-effects model
as implemented in the metafor package. The predictions from the random-effects model were very similar
compared to the default fixed-effects model (Pearson correlation > 0.99).

1https://tcga-data.nci.nih.gov/tcgafiles/ftp_auth/distro_ftpusers/anonymous/other/publications/ov_exp/TCGA_
489_UE.k4.txt
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Figure S5: Association of subtype and overall survival. The model proposed by Verhaak et al. [26] utilizes
a subtype score and the purpose of this figure is to demonstrates the correctness of our subtype model
implementation. (A) All training and validation datasets excluding TCGA. Note the very similar survival
curves in the corresponding figure 2B in Verhaak et al. [26]. (B) Stratification of TCGA samples by subtype.
(C) Kaplan-Meier curves of the subtypes proposed by the Australian Ovarian Cancer Study Group (AOCS)
in Tothill et al. [25]. This analysis corresponds to Figure 5B of the Tothill study, with the difference that
here we show only the late-stage, high-grade, serous tumors used in our meta-analysis. (D) This scatterplot
shows the high correlation of both the Mesenchymal and Immunoreactive ssGSEA subtype scores from our
implementation and the official scores we extracted from the Verhaak et al. Supplement. The Mesenchymal
and Immunoreactive scores are utilized in the Verhaak et al. model. Shown are the scores for the Bonome,
Dressman, Tothill and Yoshihara samples.
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legend on the upper left corner visualize the number of patients in the pairwise AOCS (rows) and TCGA
(columns) subtype combinations. For example, 35 patients of the AOCS cluster c1 were classified as
Mesenchymal.
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Figure S7: Pairwise Pearson correlation of the gene signature risk scores for the Meta-Analysis, TCGA
and Verhaak et al. signatures. For the Meta-Analysis signature, we show risk scores correlation obtained
with our default fixed-effects (FE) meta-analysis and with a random-effects model (RE). Numbers in the
upper-right, tringular half of the matrix are the Pearson correlation coefficients, which were all statistically
significant (P < 0.05). Pairwise scatterplots of the risk scores are shown in the lower-left half and the risk
score histograms are shown on the matrix diagonal.
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6 Comparison with clinical characteristics

In the main text, we presented a Kaplan-Meier analysis of our risk stratifications (Figure 4a) and of a mul-
tivariable model utilizing these stratification together with debulking status (optimal vs. suboptimal) and
tumor stage (III vs. IV), the most important and commonly available characteristics with known survival
association. In Supplementary Table S2, we provide the Cox regression coefficients (the log-transformed
Hazard Ratios) for the multivariable models. For datasets with available age at time of diagnosis, we
included age in the model.

7 Survival signature pathway analysis

Pathway analysis was conducted using the Pathway studio 7.1 program (Ariadne Genomics). All 200 genes
in the debulking signature and the overall survival signature were input into the program for analysis re-
spectively. Pathway enrichment analysis (build-in algorithm) was used to identify statistically significant
pathways within the signature. A p-value less than 0.05 was considered significant, indicating the associ-
ated pathway identification was unlikely to be resulted from chance.

Our survival signature did not reveal dominant pathways, unlike the debulking signature. This is likely
related to the more complex and diverse biological determinant factors for patient overall survival. Nev-
ertheless, 25 genes in our 200-gene signature can be enriched through TGF-β pathway, suggesting its
poor prognostic impact on patient overall survival (Supplementary Figure S8). Secondly, 9 genes can be
linked to PDGF signaling, in which the overexpression of both receptor (PDGFA and PDGFB) and ligand
(PDGFD) indicates poor outcome. The TAF activation in the OS signature, marked by COL11A1 [25], is
also noticed, considering the synergistic effects of TFG-β and PDGF in TAF activation [7]. Functionally,
11 genes have been demonstrated to be involved in EMT (SNAI2, ZEB1, BMI1, C13ORF15, EDNRA/ET-
1, PDGFD, SERPINE1/PAI-1, PDPN, CUX1, SERPINA1 and SPDEF), which is closely related to tumor
metastasis and chemoresistance to portend poor prognosis in ovarian cancer. Recently, the emerging roles
of PDGF signaling (especially via PDGFD) in EMT and cancer stem cell maintenance during tumorige-
nesis have been described [8, 30]. In addition, the endothelin/ET-1 pathway also positively enhance the
expression of SNAI2, thus EMT [20, 19].

8 Meta-analysis is superior to single study training

The training sample size was positively correlated with accuracy of patient risk stratifications, up to the
maximum training sample sizes of 1,250 (Supplementary Figure S9). This finding demonstrated that
(i) a meta-analysis of microarray datasets even from different platforms is superior compared to single
study training and (ii) our leave-one-dataset-out approach, in which we removed training datasets to
obtain unbiased estimates of the final signature’s HR, is not an over-optimistic estimate, because removing
training datasets as expected made the signature worse.
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!

Figure S8: Pathway analysis of the OS signature. A gene is labeled in red when it portends poor prognosis.
Conversely, genes indicate favorable outcome are labeled in blue. Red broken arrows: direct stimulatory
modification; Orange arrows: TGF-β signaling activated transcriptional regulations; Blue solid arrows:
PDGF signaling activated transcriptional regulations; Green arrows: other direct regulations.
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Figure S9: Prediction accuracy as a function of training sample sizes. This plot shows the improvement of
predictions when training samples sizes were increased. For each of the 9 shown datasets, 255 different
models were trained using the remaining 8 datasets only. These 255 (28 − 1) models correspond to all
possible combinations of the 8 remaining datasets. Each point in the plot represents a training dataset
combination and the combination’s total sample size is shown on the x-axis, its Hazard Ratio (HR) in the
validation data on the y-axis. The results of our training datasets, the 6 large studies published before
March 2012, are marked with a red dot. This analysis showed that increasing the sample size via meta-
analysis typically increased the model HRs. TCGA data was further identified as a difficult validation
dataset.
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9 Comparison with the Berchuck 2004 debulking signature

We generated a gene signature for suboptimal debulking surgery and validated this signature by leave-one-
dataset-out cross-validation. The meta-analysis summary is shown in Supplementary Figure S10 as ROC
curves.

We compared our results to the only published model predicting debulking success [2] we were aware of,
with the corresponding ROC curves shown in Supplementary Figure S11. Because Berchuck et al. did not
provide the coefficients of their model, we subtracted the average expression of genes down-regulated in
suboptimal from the average of up-regulated genes. The authors further did not specify the exact probe
sets and provided Unigene or Genbank accession numbers for only a subset of genes in their signature.
We manually tried to identify current HGNC symbols for the genes. We could map 21 of the 32 genes
utilized in their model to probes used in curatedOvarianData. None of these 21 genes overlapped with
our two signatures.

In Supplementary Table S3, we show the logistic regression coefficients of the gene signature risk scores
adjusted for FIGO stage (III vs. IV).

Meta-Analysis Berchuck et al. 2004

Intercept −1.12 −1.33∗

(0.60) (0.62)
Gene Signature 0.01∗∗ 0.03

(0.00) (0.02)
Stage (III vs IV) 0.49∗∗ 0.57∗∗

(0.19) (0.20)

Num. obs. 1004 946
*** p < 0.001, ** p < 0.01, * p < 0.05

Table S3: Prediction of debulking status. The table lists the regression of our leave-one-dataset-out cross-
validated meta-analysis debulking gene signature signature and the signature published by Berchuck et
al. [2]. The predictions were adjusted for tumor stage. Numbers in brackets are standard errors.

ROC curves for public microarray data of our top-ranked hit POSTN are shown in Supplementary Fig-
ure S12.
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Figure S10: Prediction of suboptimally debulked tumors in a leave-one-dataset-out cross-validation. The
prediction model calculates for each sample a score. The higher the score, the higher the probability the
tumor will be not optimally debulkable. For each dataset, the model is trained using only the remaining
datasets. ROC curves visualize the true and false positive rates as a function of the probability cutoffs.
Datasets with sample size smaller than 75 were not used for training. AUCs statistically significantly
(P < 0.05) larger than 0.5 are marked with an asterisk.
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Figure S11: Prediction of debulking status with the Berchuck et al. signature [2] as in Supplementary
Figure S10. The Dressman data was excluded because a subset of Dressman samples was used for training.
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Figure S12: Prediction of debulking status with the POSTN expression alone as in Supplementary Fig-
ure S10.
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10 Fixed- vs. random-effects debulking signature

As in section 2, we examined the overlap of the debulking gene signatures obtained with a fixed- and
a random-effects gene ranking (Supplementary Figure 13(a)). We further compared both fixed-effects
and random-effects signature with a signature obtained with the Rank Products method [4], a frequently
used alternative microarray meta-analysis method. The Rank Products method currently does not support
censored outcome and could not be compared to the overall survival signatures. The Rank Products
signature was more similar to the fixed-effects (overlap of 114 genes) than to the random-effects signature
(overlap of 76 genes), most likely because Rank Product also weights datasets strictly according their
sample size.

We observed a lower number of genes with marked heterogeneity in the fixed-effects signature (4 genes)
compared to the overall survival signature. The Yoshihara 2010 and the Bentink et al. datasets were
again the most common source of heterogeneity, albeit less clear than for the overall survival signature
(Supplementary Figures 13(c)-13(e)).

Integrative correlation analysis [17] showed that there were no systematic differences between the genes
with statistically significant heterogeneity and the ones without (Supplementary Figure 13(f)). We expect,
however, that the largest datasets (most importantly the Bonome dataset published from our lab and the
TCGA samples) are similar to our validation samples in terms of surgical procedures and pathologic
review. Accounting for heterogeneity with a random-effects model may overly weight smaller studies for
which we have only limited surgery information.
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Figure S13: Comparison of a fixed- (FE) and a random-effects (RE) ranking of genes associated with
debulking status. See main text as well as Supplementary Figure S2 and accompanying text for description
of the panels.
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11 Debulking gene signature size
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Figure S14: We used for all our gene signatures a fixed gene signature size of 200 genes. Here we show the
influence of this cutoff on the prediction accuracy of the debulking signature. Each point represents the
AUC of a model with x genes in the corresponding dataset that was trained using the remaining datasets
only. For the Bonome et al. dataset, this shows the leave-one-dataset-out cross-validated performance in
the 93 samples used for training. See main text for the AUCs of the Bonome validation Affymetrix and
qRT-PCR data.
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12 IHC and qRT-PCR validation of genes associated with surgery out-
come

12.1 Gene selection criteria

qRT-PCR was used to validate as best as possible the signature because the technique is more quantitative
than arrays. Therefore, the genes were selected based upon the proposed biology and focused upon the
identified pathways. Except for PTCH1, which was selected to verify the contribution of hyperactivated
Hedgehog pathway, a potent metastasis and EMT inducer [14], all genes selected were involved related
to TGF-β signaling (increased TGFBR2 as one of the potential modulators, Figure 5). In addition to their
direct oncogenic roles, POSTN and FAP have been demonstrated as markers of the activation of tumor
associated fibroblasts, which play a definite role in tumor growth and metastasis [7]. Although less details
were known about the function of CXCL14, NUAK1 and TNFAIP6, all three genes have been shown as
positive regulators of tumor metastasis [29, 6, 21]. Additionally, NUAK1 mediates TGF-β induced hypoxia
tolerance [24], which is critical for both metastatic initiation and the adaption of micrometastases. Upreg-
ulated CXCL14 upon TAF activation further enhances the potential of TAFs to support tumor metastasis
and angiogenesis [1]. Furthermore, the expression of CXCL14, NUAK1 and TNFAIP6 all predicts poor
prognosis as revealed by our meta-analysis, indicating the potential importance of these genes in ovarian
tumor biology. Finally, all selected genes encode secreted proteins or kinases and are thus ‘targetable’. We
expect the validation will contribute the design of novel targeted therapeutic regime to improve the rate of
optimal debulking.

For IHC candidate selection, POSTN and CXCL14 are the two genes ranked the highest by fold-change
and FDR in the debulking signature for which there were commercially available antibodies which had
been used in published studies. In addition to these, we selected an additional protein target which
could be used as evidence of pathway activation. Phospho-Smad2/3 was selected to confirm the TGF-β
hyperactivation in tumors which could not be optimally debulked.

12.2 IHC Scoring

Scoring of the IHC level of each protein was conducted by determining the percentage and intensity of
positive cells in three different areas at 100x magnification for each tissue core. First, the percentage of
positive cells in each section was scored with a 5-point scale: 0 for <5%, 1 for 5-25%, 2 for 26- 50%, 3 for 50-
75%, and 4 for over 75%. Second, the intensity of positive signal was scored with a 3-point scale: 1 for weak
staining, 2 for moderate staining, and 3 for intense staining. The weighed score of staining intensity of each
section was obtained by multiplying the percentage score by the intensity score (the maximum weighed
score is 12). Since each sample was represented by two tissue cores, the average score was calculated for
the IHC intensity of each sample (listed in Table S1). A categorical system was then applied as follows:
Class 0 (-) score 0-3; Class 1 (+) score 4-6; Class 2 (++) score 7-9; Class 3 (+++) score 9-12. The IHC was
scored by two individuals including one pathologist for independent IHC scoring. The scoring was done
blinded to the clinical data.

12.3 Multivariable Models

As regression coefficients obtained from microarray data are not directly translatable to qRT-PCR or IHC
measurements, we only used the signs of the coefficients from the microarray-based signature. This means
that all genes were equally weighted, with the expression levels of down-regulated genes in suboptimal
subtracted from the ones of up-regulated genes. Group sizes for patient stratification in high-, medium-
and low-risk corresponded to the numbers of suboptimal and optimal tumors for high- and low-risk,
respectively. The 33% of high-risk samples with lowest risk and the 33% of low-risk samples with highest
risk were then classified as medium-risk.
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In Supplementary Table S4, we show that POSTN, pSmad2/3 and CXCL14 are predictors debulking
surgery outcome independent of tumor grade and stage. In the multivariable models with all three pro-
teins, both adjusted and unadjusted for stage and grade (shown in columns 1 and 2 of Supplementary
Table S4), inclusion of CXCL14 could not further improve the model.

We further validated selected genes by qRT-PCR in 78 Bonome samples not used for training. In Fig-
ure S15, we show the Spearman correlation of the qRT-PCR expression values and the Affymetrix signal
intensities.

IHC IHC adj. POSTN adj. pSmad2/3 adj. CXCL14 adj.

(Intercept) −6.35∗∗∗ −21.64∗∗∗ −15.94∗∗∗ −20.56∗∗∗ −14.39∗∗∗

(1.01) (4.72) (4.11) (4.21) (3.73)
POSTN 0.26∗∗ 0.29∗∗ 0.44∗∗∗

(0.08) (0.10) (0.08)
pSmad23 0.41∗∗ 0.56∗∗∗ 0.75∗∗∗

(0.12) (0.16) (0.14)
CXCL14 0.21 0.21 0.52∗∗∗

(0.11) (0.14) (0.11)
Grade 2.32 1.88 3.10∗∗ 1.32

(1.22) (1.17) (1.14) (1.10)
Stage 2.25∗∗∗ 2.07∗∗∗ 1.80∗∗∗ 1.87∗∗∗

(0.61) (0.54) (0.51) (0.48)

Num. obs. 177 168 168 169 169
*** p < 0.001, ** p < 0.01, * p < 0.05

Table S4: Multivariable prediction of debulking status. Shown are multivariable models based on IHC
staining only and models adjusted (adj.) for tumor stage (III vs. IV) and grade (2 vs. 3). Numbers in
brackets are standard errors.
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Figure S15: Validation of selected genes by qRT-PCR in the Bonome validation dataset, a subset of 78
samples (39 optimal and 39 suboptimal tumors). Points represent patients, the x-axis shows the Affymetrix
fRMA normalized intensities, the y-axis the qRT-PCR level. The Spearman correlation of platforms was
statistically highly significant for all genes (P < 0.001).
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13 Role of POSTN in ovarian cancer

The rationale underlying the debulking signature is that the biology of the tumor contributes the ability to
cytoreduce a patient. Even with large tumor burdens, the frequent confinement of ovarian cancer to the ab-
dominal cavity makes it amenable to debulking. Therefore, optimal debulking is more likely to be achieved
in cancers that are inherently less disseminative. Enhanced tumor metastasis may increase the chance of
surgically inaccessible tumors and thus lower the rate of optimal debulking. The debulking signature de-
veloped in this study reveals the co-activation of TGF-β, Ras/MAPK/EGR-1 and Hedgehog pathways as
well as stromal (TAF) activation in suboptimal debulked tumors. These changes may directly contribute to
malignant phenotypes with elevated EMT, extracellular matrix remodeling and pro-angiogenic activity to
facilitate tumor dissemination (especially parenchymal metastases) and thereby render the hindrance for
surgical resection. POSTN is known to positively drive each step of tumor metastasis (migration, invasion,
angiogenesis, formation of the metastatic niche, and the growth of the micrometastases).

POSTN is a secreted cell adhesion protein belonging to the superfamily of TGF-β-inducible proteins [13].
Periostin binding to the integrins (αvβ3, αvβ5, and α6β4) directly or indirectly (by recruiting RTKs such
as EGFR) activates the Akt- and FAK-mediated signaling pathways, leading to increased cell survival,
angiogenesis, migration, invasion, and importantly, epithelial-mesenchymal transition of carcinoma cells
[16]. In addition to the metastatic initiation, POSTN is also important in the maintenance of metastatic
niche for the efficient colonization, growing and vascularization of micrometastases, a speed-limit step
for tumor dissemination into second sites [23, 15]. POSTN is frequently overexpressed in ovarian cancer.
The therapeutic potential of POSTN has been demonstrated in an orthotropic mouse xenograft model for
ovarian cancer, through a neutralizing antibody mediated substantial reduction of tumor burden and the
number of tumor foci [32].
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survC1 1.0-2, survHD 0.5.0, survIDINRI 1.1-1, survcomp 1.12.0, survival 2.37-4, texreg 1.30,
xtable 1.7-1

• Loaded via a namespace (and not attached): BiocInstaller 1.12.0, Biostrings 2.30.1, GEOquery 2.28.0,
GenomicRanges 1.14.4, IRanges 1.20.6, RCurl 1.95-4.1, Rcpp 0.10.6, SuppDists 1.1-9.1, XML 3.95-0.2,
XVector 0.2.0, affyio 1.30.0, bitops 1.0-6, bootstrap 2012.04-1, colorspace 1.2-4, dichromat 2.0-0,
digest 0.6.4, evaluate 0.5.1, formatR 0.10, genomes 2.8.0, gtable 0.1.2, highr 0.3, labeling 0.2,
minqa 1.2.2, multtest 2.18.0, munsell 0.4.2, preprocessCore 1.24.0, proto 0.3-10, stats4 3.0.2,
survivalROC 1.0.3, tcltk 3.0.2, tools 3.0.2, zlibbioc 1.8.0
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