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Embedded-fragment method for condensed-phase systems

We use an implementation of the embedded-fragment methods,which have enabled a fastab

initio calculation of clustersS1–S9, crystalsS10–S22, and even liquidsS23–S25(see also GaoS26). The

implementation is the binary-interaction method (BIM)S12,S22.

In this method, the expression of the potential energy per unit cell, E, is given by

E =
∑

i

Ei:Qi

+

Ri j≤RQM
∑

i> j

(

Ei j:Qi∪Q j − Ei:Qi∪Q j∪ j − E j:Qi∪Q j∪i

)

+ EC + ELR. (S1)

Here, the summations run over monomersi in the primary unit cell andj in all unit cells. Ei:Qi is

the total energy of theith monomer embedded in the field of point charges (Qi). These charges are

placed on all atoms of the molecules whose centers of mass fall within the distance ofREF from

the center of mass of theith monomer.

Ei:Qi is obtained as the eigenvalue solution of the Schrödinger equation with the following

Hamiltonian in some approximation (such as MP2):
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, (S2)

wherei andQi indicate the QM (fragment) and EF (embedding field) regions,respectively,m and

n run over all electrons,A andB over atoms,RnA, etc. are distances between the particles specified

by the subscripts,ZA is theAth atomic number, andqA is the partial charge of theAth atomic site

in the embedding field.

Ei j:Qi∪Q j is the total energy of the dimer consisting of theith and jth monomers in the union of

their two embedding fields.Ei:Qi∪Q j∪ j is the total energy of theith monomer in the union of the

embedding fields of theith and jth monomers plus point charges on the atoms of thejth monomer.

We introduce the cutoff distanceRi j ≤ RQM for the dimer calculations, whereRi j is the distance

between the centers of mass of theith and jth monomers.RQM is assumed to be less than the

unit-cell length, which is reasonable for simulation of liquids where the unit-cell length is large.

This assumption can easily be lifted for periodic solid simulations. See Supplementary Figure S1

for the schematic drawing of these three fragments.
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The first term in the right-hand side of Eq. (S1) double-counts the Coulomb interactions be-

tween theith monomer and the atomic charges in the embedding field of thejth monomer and

vice versa. These spurious interactions are eliminated by the second term only in the range of

Ri j ≤ RQM. The remaining error is removed byEC, which is given by

EC = −
∑

i> j

∑

A∈i

∑

B∈ j

qAqB

RAB
, if RQM < Ri j ≤ REF, (S3)

whereA andB run over atoms in theith and jth monomers, respectively.ELR contains the long-

range Coulomb interactions truncated at distanceRLR:

ELR =
∑

i> j

∑

A∈i

∑

B∈ j

qAqB

RAB
, if REF < Ri j ≤ RLR. (S4)

The gradient with respect to thex-coordinate of thekth atom,xk, can be determined by

∂E
∂xk
=

∑

i

∂Ei:Qi

∂xk

+
∑

i> j

(

∂Ei j:Qi∪Q j

∂xk
−
∂Ei:Qi∪Q j∪ j

∂xk
−
∂E j:Qi∪Q j∪i

∂xk

)

+
∂EC

∂xk
+
∂ELR

∂xk
, (S5)

where∂Ei:Qi/∂xk, ∂Ei j:Qi∪Q j/∂xk, etc. are derivatives of the monomer and dimer energies, tak-

ing into account both the variations in the atomic coordinates in the QM region and embedding

fields. They are readily obtained by combining the analytical-gradient and analytical-electric-field

computation capabilities available in most molecular software. Using the atomic gradients, the

instantaneous pressure along thex-axis at temperatureT is evaluated as

Px = −
1
V

∑

k

xk
∂E
∂xk
+

NkBT
V
, (S6)

whereN is the number of molecules in the unit cellS27. The validity of these energy and gradient

formulas and programs was confirmed by the energy conservation in a BOMD simulation with

the microcanonical ensemble.

Accuracy of the BIM

In the application of the BIM to liquid water,ab initio calculations are performed for the

monomers and dimers of the water molecule.Table S1 summarizes the performance of vari-

ousab initio and DFT methods for the water dimer in theCs structure, which is discussed in the
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Supplementary Figure S1 | Schematic drawing of three different fragments. Each yellow

circle represents a monomer fragment treated quantum mechanically, as embedded in the

spherical embedding field (blue) consisting of atomic pointcharges.

Cs Ci C2v

Supplementary Figure S2 |Water dimers. Three different water dimer structures in theCs, Ci,

andC2v symmetry groups that are used for the calculations of their potential energy surfaces.

main text.Supplementrary Figure S2 depicts the three water dimer structures considered in the

main text.

As a test of the BIM, the potential energy curve of (H2O)3Cl− is calculated as a function of

the Cl− · · · (H2O)3 distance (seeSupplementary Figure S3) at the MP2/aug-cc-pVDZ level. The

results show that the BIM can also reproduce the potential energy curve of the brute-force MP2

calculation extremely accurately, even when one of the fragments is charged and strongly polariz-

able.
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Supplementary Table S1 | The binding energy and oxygen-oxygen distance of the water

dimer. The binding energy (∆E in kcal/mol) and equilibrium O−O separation (Rmin.
OO in Å) of the

optimizedCs water dimer. The frozen core approximation was employed in the (SCS-)MP2

binding energies.

Method ∆E Rmin.
OO

MP2/aug-cc-pVDZ 5.26 2.917

MP2/aug-cc-pVTZ 5.18 2.907

MP2/aug-cc-pVQZ 5.09 2.900

MP2/cc-pVDZ 7.47 2.909

MP2/cc-pVTZ 6.08 2.907

MP2/cc-pVQZ 5.49 2.902

MP2/6-31G 8.38 2.869

MP2/6-31G* 7.32 2.916

SCS-MP2/aug-cc-pVDZ 4.86 2.942

SCS-MP2/aug-cc-pVTZ 4.76 2.931

SCS-MP2/aug-cc-pVQZ 4.66 2.930

BLYP/aug-cc-pVDZ 4.30 2.936

BLYP/aug-cc-pVTZ 4.17 2.943

BLYP/aug-cc-pVQZ 4.19 2.941

BLYP/TZV2P 4.75 2.966

CCSD(T)/CBSa 5.02 2.910

a Jurec̆ka et al.S28.

Effect of the MD time step on the IR spectra and RDF

We examined whether and to what extent the 1-fs time step alters the MD results in comparison

with the 0.2-fs time step, using the TTM3-F force fieldS29, which reproduces infrared (IR) spectra

of liquid water. As shown inSupplementary Figure S4, classical MD simulations withdt = 1 fs

reproduces the radial distribution function (RDF) and IR spectra nearly exactly obtained with

dt = 0.2 fs. The time-step errors in the latter are on the order of∼ 50 cm−1 or ∼ 1.5 % observed

only for the frequencies of the OH stretching bands at∼ 3500 cm−1, but negligible for lower-
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Supplementary Figure S3 | Potential energy curve of (H2O)3Cl−. The structure of (H2O)3Cl−

optimized at MP2/aug-cc-pVDZ and the potential energy curve as a function of the distance (in

Å) of Cl− from the water trimer.

frequency bands or for the shapes and widths of any band. It should be remembered that the

classical treatment of the hydrogen atoms causes large errors on the order of∼ 300 cm−1 in the

frequencies of the OH stretching bands because of the nuclear quantum effects, which make the

aforementioned time-step errors insignificant.

The experimental frequencies are often scaled even for a single water molecule to empirically

correct anharmonicity and other effects. When such frequency scaling is applied (Supplementary

Figure S4), the calculated and observed spectra match excellentlyand the differences in the OH

stretching frequencies between the 0.2- and 1-fs simulations become practically negligible.

Effect of the system size on the pressure

We performed the MD simulations with the TTM-3F force field atT = 300 K andρ = 1 g/cm3

to quantify the effect of the system size on the pressure. A small unit cell consisted of 32 water

molecules, while a large unit cell had 512 water molecules.Supplementary Figure S5 shows that

the average pressure of the MD simulation with the small unitcell is−0.03± 0.54 GPa, while it is

+0.02± 0.13 GPa with the large unit cell. The two pressures agree with each other well within the

statistical uncertainty of the 512-molecule calculation.Hence, the simulation with 32 molecules

per cell can reasonably describe the pressure and is expected to reproduce other properties of liquid

water accurately as well.
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Supplementary Figure S4 | Effect of a time step on RDF and IR spectra. The radial

distribution function (RDF) and infrared (IR) spectra of liquid water obtained from classical MD

simulations with the TTM3-F force field at two different time steps.

0 20 40 60 80 100
time(ps)

−5.0

−2.5

0.0

2.5

5.0

P
(G
P
a)

(H2O)512

(H2O)32

Supplementary Figure S5 | Effect of the system size on the pressure. The pressure of liquid

water obtained from classical MD simulations with the TTM3-F force field with two different

unit-cell sizes.
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