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Web Appendix A: Proof of Lemma 1

Let S; and D; are defined in (2.5), that is
Si= (5,050 = (I (yi=0) = E[I (yi = 0) | x], I(y;>0)(yi = Elyi | v > 0,x])) ",
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By simple algebraic computation, we have

Var[s, x] = [pi+ (1= p)) (1= p)™ ] [(1 = p) (1 = (1= p)™)],

Els,|xi] = Pr(y; > 0|x;) E[(y; — E[yily: > 0,xi]) ly: > 0,%x;] =0,

and
Var (821' | Xi) =F [Si Xi} - (E [82i|xi])2
=Pr(y: >0|x) (E [lyi — Elyily: > 0.x:])* [yi > 0,x,])
=Pr(y; >0|x) (E [yf|yi > O,Xi} — (Elyily: > O,xi])Q)
N ey | R (mi = 1) pF m;p; 2
— (L)1 (1 | PRI DR () ] -
Hence
COU(‘SU? Sa; Xi) =F [(Su - E(Su ‘ Xl)) (S2i - E<S2¢ ‘ Xl)) ‘ Xi]

=E(I(yi=0)-E[(y;=0)|x]) E[l(yi >0)(y: — E(yi | yi > 0,x:)) | xi]

=Pr(yi>0[x)E[l(yi=0)-E[I(yi=0) | x]] E[(y: — E(yi|yi > 0,%x:)) | yi > 0,%]
=0.

Web Appendix B: Proof of Theorem 1

Based on (2.5), the GEE w, (8) = 13" | D;V;7'S;. Since E (D;V;"'S;) = 0, the GEE (2.5)

is unbiased and the estimate B , i.e., the solution to the equations, is also consistent.

By applying a Taylor expansion to (2.5), we have

VAW, = — (%w) Vit (B 8) + o, (1). 1)
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It follows from (1) that

Since

%wz%;(%&)( ZD (D;V, ) +0,(1) =, B. (3)

where —,, denotes convergence in probability, it follows from (2) and (3) that
o8 = Y S W, 1. 4
v (B-5) w2t o) (4)

By applying the central limit theorem and Slutsky’s theorem, B is asymptotically normal

with the asymptotic variance given by ¥ in Theorem 1.

Web Appendix C: Proof of Theorem 3

Based on (4.3), the weighted GEE w, (3) = 13" D;V;'A;S;. By definition, A; is a
m x m block diagonal matrix with the ¢th block diagonal matrix given by ~* i P (1 <t<m),
with I,, denoting the m x m identify matrix. Since E (;—?ZIQ | ri,yi,xi> = Iy, we have
E(DV7'AS;) = E[DV7'S;E (A | v,yi,%;)]. 1t follows that E (D;V; ' A;S;) = E (D;V;'S;) =

0. Thus, the WGEE (4.6) is unbiased and the estimate B obtained as the solution to the
equations is consistent.

Let 4 be the solution to the (4.5). By a Taylor expansion of the estimating equations in
(4.5) and solving for 7 — v, we obtain

Vi =2) = —H Y3yt 0, (1), 5)

where o, (1) denotes the stochastic o (1)[1] and H is defined as in Theorem (3). Also, by

applying a Taylor series expansion to (4.6), we have

ﬁwn——(ﬁwn)Tﬁ 3—ﬁ>—(a%wn)T\/ﬁ(@—a)— (6)

: (%wn)Tﬁ@—w o, (1).



If @ is y/n-consistent, it follows that
—W
oa "

(5 w,a))TWa—a)=op<wﬁ<a—a>=op<1>.

By substituting o, (1) for (:Zw, (8, oz))T Vv/n (@ — a) in (6) and solving for \/n (B — ﬂ), we

obtain

Vi (B-8) = <—%wn)_T\/ﬁ[wn+c<a—v>]+op<1>. (7)
It follows from (5) and (7) that
Vi(i-0)= () L o) rem.

Since

0 1o~ (0 T BN T

where —,, denotes convergence in probability, it follows from (8) and (9) that

NG (3— 6) - —BT\/TE Xn: (Wi = CH'Qu) + 0, (1) (10)

~

By applying the central limit theorem and Slutsky’s theorem to (10)[1], 8 is asymptotically

normal with the asymptotic variance given by >3 in Theorem 3.

Web Appendix D: Derivative of Corr(y;i, o | ;)

For ith subject in the at-risk group, the Cov(yi1, yie | ;) and Var(y; | ;) can be computed
as

COU(yilayiQ | %) = E(yilyiz | xz) - E(yz‘l | $Z)E(y12 | Iz)
= (1= pi)\imps — Nimp} + (mpi)?) — [(1 = p)ympi]?



and
Var(ya | 2:) = E(y | 2:) = [E(ya | :))?
= (1= p)mpi(1 — p; +mpi) — [(1 = pi)mpi]”
= (1 = p))mpi(1 — pi + mpipi),
hence we have

Ai — pi(Ai — mp;)
1 —pi(1 —mp;)

007"7”(%17 yz‘2|$z‘) =
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