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Web Appendix A: Proof of Lemma 1

Let Si and Di are defined in (2.5), that is

Si = (s
1i
, s

2i
)ᵀ = (I (yi = 0)− E [I (yi = 0) | xi] , I (yi > 0) (yi − E [yi | yi > 0,xi]))

> ,

Di =
∂

∂β
si =

( ∂
∂βu

s1i
∂
∂βu

s2i
∂
∂βv

s1i
∂
∂βv

s2i

)
.

So we have

∂s
1i

∂βu
= − (1− (1− pi)mi)

∂ρi
∂βµ

,
∂s

2i

∂βu
= 0,
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and

∂s
1i

∂βν
= (1− ρi)mi (1− pi)mi−1 ∂pi

∂βν
,

∂s
2i

∂βν
= −I (yi > 0)

1− (1− pi)mi − pimi (1− pi)mi−1

(1− (1− pi)mi)
2 mi

∂pi
∂βν

.

By simple algebraic computation, we have

V ar [s
1i
|xi] = [ρi + (1− ρi) (1− pi)mi ] [(1− ρi) (1− (1− pi)mi)] ,

E [s
2i
|xi] = Pr (yi > 0|xi)E [(yi − E [yi|yi > 0,xi]) |yi > 0,xi] = 0,

and

V ar (s
2i
| xi) = E

[
s2
2i
| xi
]
− (E [s

2i
|xi])2

= Pr (yi > 0 | xi)
(
E
[
[yi − E [yi|yi > 0,xi]]

2 |yi > 0,xi
])

= Pr (yi > 0 | xi)
(
E
[
y2
i |yi > 0,xi

]
− (E [yi|yi > 0,xi])

2)
= (1− ρi)(1− (1− pi)mi)

[
mipi +mi (mi − 1) p2i

1− (1− pi)mi
−
(

mipi
1− (1− pi)mi

)2
]
.

Hence

Cov(s
1i
, s

2i
| xi) = E [(s

1i
− E(s

1i
| xi)) (s

2i
− E(s

2i
| xi)) | xi]

= E (I (yi = 0)− E [I (yi = 0) | xi])E [I (yi > 0) (yi − E (yi | yi > 0,xi)) | xi]

= Pr (yi > 0 | xi)E [I (yi = 0)− E [I (yi = 0) | xi]]E [(yi − E (yi | yi > 0,xi)) | yi > 0,xi]

= 0.

Web Appendix B: Proof of Theorem 1

Based on (2.5), the GEE wn (β) = 1
n

∑n
i=1DiV

−1
i Si. Since E

(
DiV

−1
i Si

)
= 0, the GEE (2.5)

is unbiased and the estimate β̂, i.e., the solution to the equations, is also consistent.

By applying a Taylor expansion to (2.5), we have

√
nwn = −

(
∂

∂β
wn

)>√
n
(
β̂ − β

)
+ op (1) . (1)
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It follows from (1) that

√
n
(
β̂ − β

)
=

(
− ∂

∂β
wn

)−> √
n

n

n∑
i=1

wni + op (1) . (2)

Since

∂

∂β
wn =

1

n

n∑
i=1

(
∂

∂β
Si

)(
DiV

−1
i

)T
=

1

n

n∑
i=1

Di

(
DiV

−1
i

)T
+ op (1)→p B. (3)

where →p denotes convergence in probability, it follows from (2) and (3) that

√
n
(
β̂ − β

)
= −B−>

√
n

n

n∑
i=1

wni + op (1) . (4)

By applying the central limit theorem and Slutsky’s theorem, β̂ is asymptotically normal

with the asymptotic variance given by Σ in Theorem 1.

Web Appendix C: Proof of Theorem 3

Based on (4.3), the weighted GEE wn (β) = 1
n

∑n
i=1DiV

−1
i ∆iSi. By definition, ∆i is a

m×m block diagonal matrix with the tth block diagonal matrix given by rit
πit

I2 (1 ≤ t ≤ m),

with Im denoting the m × m identify matrix. Since E
(
rit
πit

I2 | ri,yi,xi
)

= I2, we have

E
(
DiV

−1
i ∆iSi

)
= E

[
DiV

−1
i SiE (∆i | ri,yi,xi)

]
. It follows thatE

(
DiV

−1
i ∆iSi

)
= E

(
DiV

−1
i Si

)
=

0. Thus, the WGEE (4.6) is unbiased and the estimate β̂ obtained as the solution to the

equations is consistent.

Let γ̂ be the solution to the (4.5). By a Taylor expansion of the estimating equations in

(4.5) and solving for γ̂ − γ, we obtain

√
n (γ̂ − γ) = −H−1

√
n

n

n∑
i=1

Qni + op (1) , (5)

where op (1) denotes the stochastic o (1)[1] and H is defined as in Theorem (3). Also, by

applying a Taylor series expansion to (4.6), we have

√
nwn = −

(
∂

∂β
wn

)>√
n
(
β̂ − β

)
−
(
∂

∂α
wn

)>√
n (α̂− α)− (6)

−
(
∂

∂γ
wn

)>√
n (γ̂ − γ) + op (1) .
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If α̂ is
√
n-consistent, it follows that

(
∂

∂α
wn (β, α)

)>√
n (α̂− α) = op (1)

√
n (α̂− α) = op (1) .

By substituting op (1) for
(
∂
∂α

wn (β, α)
)>√

n (α̂− α) in (6) and solving for
√
n
(
β̂ − β

)
, we

obtain

√
n
(
β̂ − β

)
=

(
− ∂

∂β
wn

)−>√
n [wn + C (γ̂ − γ)] + op (1) . (7)

It follows from (5) and (7) that

√
n
(
β̂ − β

)
=

(
− ∂

∂β
wn

)−> √
n

n

n∑
i=1

(
wni − CH−1Qni

)
+ op (1) . (8)

Since

∂

∂β
wn =

1

n

n∑
i=1

(
∂

∂β
∆iSi

)(
DiV

−1
i

)T
+ op (1) =

1

n

n∑
i=1

Di∆i

(
DiV

−1
i

)T
+ op (1)→p B. (9)

where →p denotes convergence in probability, it follows from (8) and (9) that

√
n
(
β̂ − β

)
= −B−>

√
n

n

n∑
i=1

(
wni − CH−1Qni

)
+ op (1) . (10)

By applying the central limit theorem and Slutsky’s theorem to (10)[1], β̂ is asymptotically

normal with the asymptotic variance given by Σβ in Theorem 3.

Web Appendix D: Derivative of Corr(yi1, yi2 | xi)

For ith subject in the at-risk group, the Cov(yi1, yi2 | xi) and V ar(yi1 | xi) can be computed
as

Cov(yi1, yi2 | xi) = E(yi1yi2 | xi)− E(yi1 | xi)E(yi2 | xi)

= (1− ρi)(λimpi − λimp2i + (mpi)
2) − [(1− ρi)mpi]2

= (1− ρi)mpi(λi − λipi + ρimpi),
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and

V ar(yi1 | xi) = E(y2i1 | xi)− [E(yi1 | xi)]2

= (1− ρi)mpi(1− pi +mpi)− [(1− ρi)mpi]2

= (1− ρi)mpi(1− pi +mρipi),

hence we have

corr(yi1, yi2|xi) =
λi − pi(λi −mρi)
1− pi(1−mρi)

.
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