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S1 Model formulation

The HAT model equations are given below and correspond with Figure 2 (main text).

Human hosts are assumed to be in one of four distinct classes: either low-risk and randomly par-
ticipant in screening (subscript H1), high-risk and random participants (H2), low-risk and never
participate in screening (H3) or high-risk and never participate. Tsetse bites are assumed to be
taken on humans or animals. The model incorporates reservoir animals which can become infected
and assumes that the remainder of the bites are taken on non-reservoir animal species which do not
need to be explicitly modelled.
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(S1.1)

N.B. Here the NH =
∑

iNHi and the actual number of vectors is SV , E1V , E2V , E3V and IV
multiplied by NV /NH .∑

i fi = fH i.e. the total proportion of tsetse bites taken on humans. si is the relative availabil-
ity/attractiveness of different host types, so for the 4 different humans types (low/random partici-
pant, high/random, low/non-participant, high/non), where high risk humans are r-fold more likely

to receive bites, s = (1, r, 1, r). The fi’s are calculated using fi =
siNHi∑
j sjNHj

.

S1.1 Basic reproductive ratio

The next generation matrix (NGM) (see [S2]) is used to compute R0 before active case detection
and treatment began (but includes passive case detection and treatment).
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Transmissions:
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(S1.2)

where A = αpVNV
(µV + εα)

α+ µV

Transitions:
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 (S1.3)

where

B =
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(S1.4)

The NGM, K, is given by:

K = −TΣ−1 (S1.5)

and the R0 is the spectral radius of K:

R0 = ρ(K) (S1.6)

In all further discussion, R2
0 is used as a measure of the reproductive ratio, due to its biological

representation of full cycle or host-to-vector-to-host transmission.
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S2 Model output

The compartmental ODE model is simulated to compute the disease dynamics in humans, animals
and tsetse (see Figure S1). The total annual passive reported cases for year, T is calculated by
integrating over the new hospitalisations from self-presentation multiplied by the reporting parameter,
u, to compensate for underreporting of passive cases:

PM = u
∑
i

∫ T+1

T
γHI2Hi(t) dt (S2.1)

where i ∈ all human types), whereas the active number of reported cases is given as:

AM =
∑
j

proportion screened × test sensitivity × compliance× (I1Hj(T ) + I2Hj(T )) (S2.2)

where j ∈ random participants. The number of reported cases seen under the model is also shown
in Figure S1.
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Figure S1: Example disease dynamics of the human, animal, tsetse model. The top 3 graphs show
the continuous disease dynamics generated by the ODE model, with active, pulsed screening taking
place annually from 1998 and a passive reporting level of u = 0.32. The bottom graph shows the
incidence per year per 10,000 which is computed after obtaining the solutions to the ODE (see (S2.1)
and (S2.2)).
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S3 The homogeneous case

In the simple case with homogeneous human risk/behaviour and no animal reservoirs, the relationship
between the R0 and pV , ε and meff is given by:

R2
0 = ApVmeff(1 +Bε)

where A = 0.7668 and B = 11.1 for the given parameters in Table 1 with u = 0.32 (see main
article).

Consequently, there are whole regions, rather than points in parameter space which yield the maxi-
mum likelihood due to the strong correlation of vector-related parameters. In particular, the effects
of meff and pV are indistinguishable (for the same R2

0 it does not matter how meff and pV are chosen,
the log-likelihood will be the same), whereas ε impacts the force of infection term (a rate) and so
the same R2

0 value may give a different likelihood (see Figure S2).
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Figure S2: Scatter plot of the log-likelihood function against R2
0 under Model 1 for fixed u = 0.32.

Whilst the same R2
0 generates slight variation in the value of the likelihood with varying ε, the

maximum likelihood is still achieved at the same R2
0 (≈ 1.03)
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S4 Parameters and credible intervals

Imputation was performed using the standard Metropolis-Hastings MCMC algorithm with a Gaussian
random walk generating sample proposals. The chain was thinned (keeping 1 out of every 100 steps)
to reduce autocorrelation between samples. As there is little existing information in the literature
for many of the target parameters, uniform priors were taken for all but one of the parameters (see
Table S1). Posterior distributions of the fitted parameters for Models 1, 4 and 7 are shown in Figure
S3. Mean acceptance rates varied between Model variants and lay between 30-75%. Table S2 gives
the mean and 95% credible interval for the fitted model parameters for Models 1, 4, 6 and 7.

Model selection was performed using the popular deviance information criterion (DIC),

DIC = −2LL(θ̄) + 4V ar(LL(θ)) (S4.1)

which assigns a lower score to models with high posterior mean log-likelihood whilst penalising models
with a larger number of parameters [S3]. The relative likelihood of model i was computed using,

Relative DIC = exp ((DICmin −DICi)/2) (S4.2)

and was used to compare models (see Table 3 in main text). It was found that there is statistical
support for both Models 4 (Relative DIC = 0.83) and 7 (Relative DIC = 1). Since DIC is known to
favour over-fitted models [S1], both models were considered to be similarly supported by the data
despite the marginally lower DIC score for Model 7. All other models were found to be less well
supported by current data.

Parameter Prior

R0 U(0, ∞)
r U(1, 100)
k1 U(0, 1)
k2 U(0, 1)
k3 U(0, 1)
kA U(0, ∞)
fA U(0, 0.91)
u Beta(2,2)

Table S1: Prior distributions for target parameters
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(b) Model 4
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(d) Model 7

Figure S3: Posterior distributions of fitted parameters in Models 1, 4, 6 and 7
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Model 1 Model 4 Model 6 Model 7

Mean 95% CI Mean 95% CI Mean 95% CI Mean 95% CI

R0 1.011 [1.011, 1.012] 1.023 [1.019,1.027] 1.003 [1.002, 1.003] 1.020 [1.016,1.024]
R2

0 1.024 [1.023, 1.025] 1.046 [1.038,1.056] 1.005 [1.005, 1.005] 1.040 [1.032,1.048]
meff 13.21 [13.20, 13.22] 6.56 [5.82, 7.29] 3.26 [2.80,3.81] 6.70 [5.78,7.63]
r 1 - 6.60 [5.35, 8.18] 1 - 5.91 [4.79, 7.07]
k1 1 - 0.924 [0.889, 0.952] 1 - 0.909 [0.869, 0.940]
k2 0 - 0 - 0 - 0 -
k3 0 - 0 - 0 - 0 -
kA - - - - 8.46 [8.30, 8.64] 4.72 [3.12,6.46]
fA - - - - 0.443 [0.397, 0.487] 0.042 [0.002,0.103]
u 0.470 [0.445,0.497] 0.265 [0.236,0.295] 0.452 [0.430, 0.483] 0.258 [0.231,0.287]

Table S2: Parameter means and 95% credible intervals
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