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The experimental setup 

 

 

Supplementary figure S 1 Scheme of the optical setup. 

Our experimental setup, shown in figure S1, is equipped with 2 visible lasers for 
fluorescence excitation: Coherent Sapphire laser 532 nm (for fluorescent nanobeads 
excitation) and Argon 488 nm (for QDs excitation). The two lasers are coupled on the 
same path through a dichroic mirror (DM1). After the dichroic mirror, the beams are 
magnified by a telescope composed by achromatic doublets L1 and L2 and directed 
toward the objective axis through mirror M2. Another achromatic doublet L3 focuses the 
excitation beam on the back focal plane of the objective, which is mounted on a 
commercial inverted microscope Nikon ECLIPSE TE300. The 60X oil immersion objective 
(Nikon Plan Apo TIRF, 1.45 oil) produces a collimated excitation beam, for wide-field 
illumination, and collects the fluorescence signal emitted from the sample. The sample is 
mounted on a x, y piezo stage (P-527.2CL Phyisk Instrumente), while the objective can be 
moved along its optical axis through a piezo translator (P-721.C PIFOC Phyisk 
Instrumente). The dichroic mirror DM2 separates excitation from emission light, which 
passes through the emission filter FF prior to entering the detection path. For fluorescent 
beads imaging, Semrock LPD01-532RS-25 dichroic mirror and Semrock FF01-585/40 
emission filter were used, whereas for Quantum Dot imaging (655 nm emission 
wavelength) Semrock FF500/646-Di01-25x36 dichroic mirror and Semrock FF01-655/40 
emission filter were used. The microscope image is then projected by the tube lens L4 
onto the EMCCD camera (Andor, Ixon X3), after an additional 3x magnification by the 
telescope L5, L6.  

  



Pattern-Recognition Out-Of-Focus (PROOF) Imaging Software 

 

Supplementary figure S 2 PROOF software interface. 

 
PROOF is a custom-written software developed in Matlab for 3D localization of single 
fluorescent nanoparticles. PROOF automatically recognizes the number of rings in the 
diffraction pattern of single emitters and, according to this number, it selects an 
appropriate function to fit experimental data through weighted least squares method. 
PROOF opens, visualizes and analyzes images of diffraction patterns of both in-focus and 
out-of-focus fluorescent probes. PROOF allows selecting a Region Of Interest (ROI) that 
includes the image of the fluorescent particle and produces an output ‘.txt’ file containing 
its x, y position as well as the radius of the outermost ring RN (if any) of its diffraction 
pattern. By converting RN to z through an appropriate calibration function, the axial position 
of the particle can be precisely determined.   
The software is provided in the “PROOF” folder, which contains the main program 
(PROOF) and all the functions that are called from there. The “PROOF” folder should be 
added by the user through the File<Set path option in the Matlab window. 
 
When PROOF is launched from the Matlab command window, the user is asked to browse 
for the file to be opened for analysis. PROOF can open stacks of ‘.tiff’ images as well as 
single ‘.tiff’ images. Once the image stack is completely uploaded, panels A and B, shown 
in figure S2, appear. Panel A is the Image Viewer, in which the image can be zoomed in 
and out, saved and displayed using the standard commands of Matlab windows. 
Panel B is the Control Panel, through which additional visualization parameters as well as 
all the analysis parameters can be set. 
By changing the position of the sliders highlighted by square 1 on the Control Panel, 
intensity level of the image can be adjusted to the desired values, to achieve optimal 
visualization for the user. The slider inside square 2 is used to browse through different 



frames of the stack. Values in square 3 can be changed to select the range of frames to be 
analyzed.  
“Displacement between frames” in square 4 represents the maximum distance (in nm) 
travelled by the particle per frame. The default value is zero, which is useful when the 
probe is not moving in the x-y plane, as during calibration. On the opposite, when this is 
set to a value different form 0, the ROI on which the analysis is performed (white square in 
panel A) is correspondingly enlarged between successive frames to find the new pattern 
center. In particular, the new center of the diffraction pattern is localized as either the 
maximum intensity pixel or as the ROI centroid, depending on the button “allow central 
hole” described below, and the ROI is centered on the new pattern center and resized to 
its original dimensions to analyze the frame.  
The value “pause between frames” in square 4 allows the user to introduce a pause 
between the analysis of subsequent frames. This can be useful for visually inspecting 
images and fits during the analysis. 
Additional options are available to users through the checkboxes highlighted by square 5.  
The “allow central hole” option should be selected for the analysis of Quantum Dot 
diffraction patterns in axial regions where they are transitioning between different numbers 
of rings. As described in the article, a peculiar feature of QDs is the appearance of a 
central hole in the diffraction intensity pattern at some axial positions. In these particular 
cases, the software will detect an even number of peaks, which is usually forbidden unless 
this button is pressed. If this option is enabled, whenever an even number of peaks is 
found, the user is asked to confirm this number, or to reject it by taking the number of 
peaks from the previous frame, or to skip the frame.  
The “display on” option should be checked if the user wants to visualize the radial profile 
image (panel C) and the three-dimensional fit (panel D) during the analysis.  
The “manual PSF center” option gives the opportunity to manually select the ROI center at 
each frame, by clicking on the desired position in the image viewer with the central mouse 
button. This option can be useful in cases in which automatic centering is not accurate 
(usually because of poor signal-to-noise ratio), which can especially deteriorate radial 
profile calculation. 
Finally, the “threshold” value in square 6 must be set during the analysis of diffraction 
patterns of single QDs. In this case, whenever the average intensity within the ROI falls 
below the threshold value, typically because of blinking events, the frame is skipped. On 
the other hand, in the case of fluorescent beads, which are not affected by blinking, this 
parameter should be set to 0 (default value).  
 
Before starting the analysis, the button “1:select ROI” must be pressed to select a region 
of interest in the image viewer. A white square can be drawn around the particle of 
interest, by selecting in sequence the top-left corner (left mouse click), the bottom-right 
corner (right mouse click) and the center of the ROI (middle mouse click). The middle 
mouse click terminates ROI selection. The ROI is always resized as square, for proper 
radial profile calculation. The ROI can be re-adjusted by pressing the “1:select ROI” button 
again.  
The button “2: PROOF” should be pressed to start the analysis after all the analysis 
parameters are properly set and the ROI has been selected. Even so, all checkboxes as 



well as “threshold”, “distance between frames”, and “pause between frames” can be 
modified while the analysis is running. The analysis is sequentially performed over the 
frame range selected by the user (square 3) as described below.  
First, for each frame, the selected ROI is re-centered either on the pixel displaying the 
maximum intensity or on the ROI centroid, depending whether “allow central hole” is 
respectively off or on. Then, the average radial profile of the pattern is calculated, by step 
rotations around the ROI center and subsequent averaging. The result of this computation 
is displayed in the Radial Profile window (panel C). From the radial profile, the local 
maxima (peaks), i.e. data samples that are larger than their two neighboring samples, are 
detected and displayed in the Radial Profile window (green lines in panel C) and on the 
diffraction pattern image (red dots in panel A). The number, the coordinates and the 
amplitudes of peaks are used to calculate the initial parameters for the fitting function f 
described in details in the article. The fit is shown in the PSF fit window (panel D), in which 
the fitting function (red surface) is superimposed to the data (green). 
After the last frame is analyzed, the user is requested to save the analysis results 
(described below in “the output file” section) to a desired location within the image stack 
derectory. At this point, the user can change the analysis parameters and the ROI and 
start a new analysis. If a new ROI is not selected, the previous one is used. 
 
Buttons “Abort” and “Quit” respectively terminate the analysis and the program. When 
“Abort” is pressed the analysis stops and analysis results can be saved up to the last 
frame analyzed. When “Quit” is pressed the program is closed without saving analyzed 
data. Alternatively, the program can be interrupted whenever desired by typing “ctrl+c“ in 
the Matlab command window. 

The Configuration file 

 

Supplementary figure S 3 Configuration file. 

A “PROOFconfig.txt” file allows the user to set additional analysis parameters, which 
mainly depends on the imaging system and microscope magnification (figure S3). This file 
should be placed in the same directory of the “PROOF.m” file.  



The first parameter is the pixel size of the image (in nm/pixel). 
“MIN_PEAK_HEIGHT+bgmean”, “MIN_PEAK_DISTANCE”, and “N_PEAKS” are 
arguments of the ‘findpeaks’ Matlab function used for peaks detection from the average 
radial profile. “MIN_PEAK_HEIGHT+bgmean” is the minimum intensity value over the 
background for a peak to be detected. The background level is calculated as the average 
intensity over a 5x5 pixels matrix in the ROI top-left corner. “MIN_PEAK_DISTANCE” is 
the minimum allowed distance (in pixels) between adjacent local maxima (peaks). 
“N_PEAKS” is the maximum number of peaks that can be detected. In the present version 
(v1.0), the software can analyze diffraction patterns containing up to 9 peaks, 
correspondent to 4 Gaussian rings plus a central Gaussian peak.  

The parameters listed below represent the initial guess for P2, which is related to the 
standard deviation of the central Gaussian profile σ0, and the initial guesses for P4, P6, P8 
and P10, which are respectively related to the standard deviations of the Gaussian rings 
σ1,  σ2,  σ3,  σ4, as defined in equation (1): 
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In particular, P2 = 1/2σ2
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4. 

These values depend on the microscope magnification, on the camera pixel size, as well 
as optical aberrations that affects the PSF. These parameters can be set independently for 
fit functions with different number of rings (Fig. S3). In the configuration file, P2 is 
expressed as an absolute value, whereas P4-P10 are expressed as relative values to P2. 
For example, if the values in the configuration file for 1-ring function are P2=0.22 and 
P4=0.15, we get σ0 = 1/√(2*P2) = 1.51 pixel and σ1 = 1/√(2*P4) = 1/√(2*0.15*P2) = 3.89 
pixel. In our setup, standard deviations of Gaussian rings are usually larger than the 
standard deviation of the central Gaussian profile, so that P4-P10 are usually <1.  
Since P2-P10 depends on the optical setup only, they should be set once for a given 
setup. A way to set initial guesses is to make a z-scan of a single emitter and roughly 
measure the width of the central Gaussian profile and rings from the emitter images to set 
P2-P10. After one round of PROOF analysis, better estimates of the initial guesses can be 
obtained from average values of P2-P10 reported in the output file (see next section). 
The other initial parameters for the fitting function, such as B0, A0, Ai, and Ri are measured 
automatically from the radial intensity profile and do not need any setting.  
The configuration file can be modified before each “PROOF” analysis cycle and should be 
saved (as .txt, ANSI extension) for the changes to be applied. 

 

 

 

 



The Output file 

 

Supplementary figure S 4 Example of output file. 

When the analysis in completed, the user is asked to save the analysis results. The output 
file is a ‘.txt’ file in which data are organized as shown in figure S4. Each row corresponds 
to a frame ordered according to the frame sequence. The output file always starts from 
frame 1. If the analysis was performed from frame n>1, rows 1 to n are filled with zeros. “x 
pxls”, “y pxls” are the coordinates of the center of the diffraction pattern, expressed in 
pixels. B0, Ai, Pi and Ri are the parameters resulting from the fitting of the function f to the 
data. “fval” is the chi-square. In the example shown in figure S3, one central peak and 4 
rings were detected and analyzed. In cases in which a lower number of rings is detected, 
higher-order parameters are filled with zeros. 
 
 
Neuroblastoma cells 
 
 

	  
Figure S 5 Bright-field image of a neuroblastoma cell. White square and x-y axes correspond respectively to the region 
spanned by the QD trajectory and associated axes orientation in fig.4a.	  

	  

	  

	  

	  

	  

	  



Typical variations in calibration curves 

	  

	  

Figure S 6 A) Comparison between calibration curves obtained from two different fluorescent beads in 2% agarose. 
Bead 1 (red dots) is located on the coverslip surface, whereas Bead 2 (black dots) is located about 2.5 µm deep inside 
the gel. B) Comparison between calibration curves obtained from two different QDots attached on the cell membrane 
(saline buffer media) in independent experiments (red and black dots). 

Lens aberrations can affect the PSF shape and thus introduce systematic errors in probe 
localization. Aberrations are strongly dependent on many different parameters such as the optical 
components (objective, tube lens, magnification optics), refractive index mismatches, and depth of 
the probe in the sample. Here we evaluate whether typical variations of probe distance from the 
coverslip surface or different experimental conditions might influence the axial calibration and thus 
localization accuracy. 

Fig. S6a shows a comparison between two calibration measurements obtained in 2% agarose, 
from fluorescent beads located either at the glass coverslip surface (red dots) or 2.5 µm deep 
inside the gel (black dots). We sampled less points than in the calibration measurements displayed 
in Fig. 2 to avoid possible discrepancies between the two curves due to thermal drifts and fitted 
data points to get calibration curves as described in the article. We regarded variations in the 
distance between the two calibration curves as the error introduced by aberration effects owing to 
the different depth inside the sample. We quantified an average variation of 0.5 % in the axial 
region between 0.5 and 3.5 µm from the focal plane, and about 2 % between 3.5 and 4.5 µm.  

Fig. S6b shows a comparison between calibration measurements obtained from two QDs attached 
to the membrane of two different neuroblastoma cells in two separate samples (black and red dots 
respectively). The two QDs were targeted to the membrane of fixed neuroblastoma cells as 
described in the article. Also in this case, we quantified variations in the distance between the two 
calibration curves, obtaining 0.5 % average variation over the entire calibration range.  



 

Variation of axial localization accuracy with signal-to-background ratio 

	  

Figure S 7) Dependence of axial localization error σz(RN) on signal-to-background ratio (log scale) in the presence of 
different number of rings in the diffraction pattern. The number of rings is color coded according to the legend in the plot. 
Dashed lines in the plot represent the average value of S/bg measured during QD calibration (fig. 3 in the article) for 
different number of rings.  

As shown in figure S7, we evaluated how fluorescence background impacts the localization 
accuracy. We measured the signal-to-background ratio (S/bg) of fluorescent nanobeads embedded 
in 2% agarose gel at four different axial positions, in which the PSF showed one to four diffraction 
rings. We varied the S/bg by changing the integration time and EMgain from 100 ms, 10X EMgain 
(same experimental conditions of the calibration described in the article) to 30 ms, no EMgain. 
S/bg ratio was calculated as  
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where I was calculated in a ROI surrounding the diffraction pattern and bg in an adjacent ROI of 
the same size, but containing no beads. <I-bg> as well as σbg (bg standard deviation) were 
calculated over 10 subsequent acquisitions under the same imaging conditions. Localization 
accuracy σz(RN) was calculated as the standard deviation of the localization over the 10 frames. 

As shown in figure S7, the S/bg remains high and the localization accuracy stays within 2 nm when 
the diffraction pattern contains 1 or 2 rings, even at the fastest acquisition time. On the other hand, 
the S/bg diminishes when the number of rings increases to 3 and 4, thus affecting localization 
accuracy. Dashed lines in Fig. S7 represent the average value of S/bg measured during QD 
calibration (fig. 3 in the article) for different number of rings. It can be noticed that, for values of the 
S/bg correspondent to the far ends of QDs calibration curve, there is a rapid worsening of the axial 
localization accuracy up to a value of about 20 nm in the presence of 4 rings (about 2 µm from the 
focal plane), in accordance with what is shown in the article, Fig. 3c.  
From these measurements, it emerges that fluorescence background level inside a live cell can 
influence localization accuracy especially at the farthest distances from the focal plane, and should 
thus be taken into account when evaluating localization accuracy. 

 


