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ABSTRACT Diffusion coefficients for proteins in water
are predicted. The numerical method developed is general
enough to be applied to a wide range of protein surface shapes,
from rodlike to globular. Results are presented for lysozyme
and tobacco mosaic virus, and they are compared with actual
data and with predictions made by less general methods.

The prediction of the diffusion coefficients of a protein in
water is of both practical and theoretical importance. In
practical terms, diffusion coefficients are required in the
design of mass transfer equipment used in the biochemical
and food-processing industries. In theoretical terms, diffu-
sion coefficient predictions have been used to estimate the
number of water molecules tightly bound to a protein in
solution (1).

In this work, the protein is modeled as a rigid body
immersed in a newtonian solvent. Hydrodynamic interaction
with other proteins is neglected, leading to a prediction of an
infinite dilution diffusion coefficient. This model was origi-
nally studied by Einstein, who considered a spherical rigid
body representing a sugar molecule. Others have extended
his approach by using shape factors (2).
Brenner (3, 4) generalized Einstein's work to particles of

arbitrary shape, deriving the following relation for transla-
tional and rotational diffusion coefficients:

kT 1
Dt = - tr(a)

,u 3

and

kT 1
D'= - tr(c).

,u3

In these equations, ,u is solvent viscosity, k is Boltzmann's
constant, T is the absolute temperature, and a and c are
mobility tensors for the particle, which relate the steady-state
translational velocity U and rotational velocity c of the
particle to the hydrodynamic force F and torque T exerted on
the particle by the solvent:

(Q- ") y b c ) T)
in which Uw and flV represent the undisturbed velocity fields
in the fluid. These mobility tensors are obtained by solving
the steady-state Stokes equations for the particle. This can be
done analytically for simple shapes such as spheres and
ellipsoids, but in general it must be done numerically. Most
numerical methods fail for shapes as complicated as a pro-
tein. In this paper we describe a boundary integral method of

solving the steady-state Stokes equations that is not subject
to the numerical instability of previous methods, and we
apply it to the prediction of protein diffusion coeff'icients.
While the classical integral representation for Stokes flow

(5) follows from an application of Green's identity to the
fundamental solution (Green's function), the integral repre-
sentation used here follows as a consequence of the Fred-
holm theorems on existence and uniqueness of solutions of
Fredholm integral equations of the second kind (6).

METHODS

This section describes the numerical methods used to deter-
mine the mobility tensors for the proteins. The primary
method used is a variation of the method presented in ref. 7,
called the completed double-layer boundary integral equation
method. Readers who are interested in the mathematical
foundations of this method may refer to the sections on the
Fredholm-Riesz-Schauder theory in ref. 8.
Consider a particle moving with the rigid body motion u +

a x (x - x0) in reaction to an external force F and torque T.
The motion ofthe particle creates a disturbance velocity field
in the solvent that can be expressed as

v(x) = 8 2 f-(,{)+ ti x R(x, C,)]

-A 24+(g)];(xs, 6)'A({)dS(6).

The disturbance velocity is represented by the sum of point
forces and point torques distributed inside the particle, plus
a surface distribution of hydrodynamic dipoles of unknown
density 4(6) to be determined. Once 0({) is determined, the
problem is completely solved.

It can be shown (7) that the governing equation for 0 is the
boundary integral equation:

r ~~~~~~~~6r
4(xs) - 20(0) (xs, 6).fi(g)dS(g) + '4(? ^dS(g)

=1E.E[fi-If(xs, ;i + ti x R(xs, Ci)]. [1]8iru

Given the total force and torque on the particle, this is an
integral equation for an unknown vector density function 0,
called the double-layer density. ( and R are singularity
solutions of the Stokes equations for a point force and torque
acting on the solvent, respectively, I is the stress field in the
solvent created by a point force, and fi is the surface normal.
The 49' are known eigenfunctions ofthe integral operator. On
the right-hand side of the equation, a number of force
singularities fi and torque singularities ti located at vi appear.
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These are related to the hydrodynamic force and torque on
the particle by

lfi= F

Efi X Ci + Eti = T.

Once the double-layer density is obtained, the particle ve-
locities can be computed by using the following relations:

O; VS+= u, for v= 1-3

and

fr4?dS = CO,-3 for v = 4-6.

There are two advantages of using this method over previous
integral equation methods for solving the Stokes equations.
First, the governing equation is a Fredholm equation of the
second kind for the unknown double-layer density. Previous
methods (9, 10) result in a first-kind equation which is subject
to numerical ill-conditioning when discretized finely. The
second-kind method, on the other hand, has successfully
tackled a range of complex hydrodynamic shapes, including
those likely to be of interest in protein modeling (11). Second,
ref. 7 showed that the spectral radius of the integral operator
in this method is less than one, allowing fast iterative solu-
tions of the resulting discretized equation-i.e., we solve the
governing equations as

r ~~~~~~~~6r
4,(xs) = +~f4()2.(0(xS, fi(6)dS(6)-E ¢W( d(

1
- - >.: [fic'(xs, {E) + ti x R(xs, {i)].

Up to this point, the method is largely the same as
described in ref. 7, but some changes were made to take
advantage of an initial approximate solution.
The approximate solution was obtained by using a method

introduced and described fully in ref. 12. It consists in
locating a number of singular solutions of the Stokes equa-
tions inside the particle at chosen locations, then attempting
to match the rigid body motion boundary conditions on the
surface of the particle by varying the strengths of the singu-
larities. If the velocities are given, a simple least-squares
problem for the singularity strengths results. The total force
and torque can be obtained by adding the individual singu-
larity contributions. If the total force and torque are given,
the singularity strengths are subjected to these constraints,
and the velocities can be obtained.
To understand the impact of this singularity solution on the

boundary integral method, consider the governing equations
1. The term involving the eigenfunctions 4j' on the left-hand
side is the result of using the double-layer density to represent
the velocity at the surface of the protein. If the trial singu-
larity solution is in fact an exact solution, the above equations
decouple, because the surface velocity will be given exactly
by the singularity solution:
6 r -1

2 +4̂? +(6@+^dS(6 = z [f(f(x, {) + ti x R(x, {i)].The remaining part of th erqu i

The remaining part of the equation,

+(X) - 2p(g)@£(x,, f)fi(g)dS(9) = 0,

is simply a statement that the double-layer density corre-
sponding to an exact singularity solution is an eigenfunction
of the integral operator with eigenvalue -1. Since these
eigenfunctions are known (any linear combination of the
rigid-body motions of the protein), the double-layer density
corresponding to this exact singularity solution can be cal-
culated. It is just the double-layer density corresponding to
the rigid-body motion velocities obtained as part of the
singularity solution.
Although the singularity solution obtained is rarely exact,

the information it provides can still help in two ways: first, in
reducing the size of the problem which the boundary integral
method must solve, and second, in providing a useful initial
guess for the double-layer density.
The problem size is reduced because of a reduced need for

fine discretization. With an effective singularity solution, the
double-layer density is a relatively smooth function of the
coordinates, while with an ineffective range completer, large
variations in double-layer density occur over short distances
on the surface of the protein. These large variations must be
resolved by making the spatial grid finer, increasing the
number of equations which must be solved.
The singularity solution also provides a choice oftwo initial

guesses for the double-layer density. The velocity at any
surface point can be computed from the singularity solution
either by evaluating each singularity's contribution at that
point or by evaluating the rigid-body velocities at that point.
To implement these boundary integral equations numeri-

cally, an approximation of the equations must be constructed
on a set of boundary elements that describe the surface of the
protein. To implement the singularity method, it is necessary
to choose singularity locations within the protein and loca-
tions on the surface to enforce the boundary conditions.
For this study, we focus on two widely different subjects,

to illustrate the generality of our method. The first, tobacco
mosaic virus, is long (3000 A), thin (180 A in diameter), and
roughly cylindrical, composed of a strand of RNA sur-
rounded by coat proteins. The second, lysozyme, is a small
globular protein, roughly 50 A in diameter.

For tobacco mosaic virus, it is not necessary to know the
exact positions of each atom to be able to discretize the
surface. The virus is large enough that the surface irregular-
ities are of little hydrodynamic significance. The protein is
modeled as a cylinder, and the cylinder is divided into ever
smaller panels until the results are self-consistent. The sin-
gularities are placed on the centerline of the virus. Fig. 1
shows a sample discretization into a hexagonal prism.
For lysozyme, on the other hand, there is not such a simple

method of discretization. The molecule is irregular enough that
it is necessary to obtain the shape from the atomic coordinates.
The atomic coordinates of the protein were obtained from the
Brookhaven Protein Databank (6LYZ.BRK). A picture of the
molecule is shown in Fig. 2A, using the standard van der
Waals radii for each atom.
The surface defined by the atomic radii shows a large

amount of small-scale irregularity. On the level of continuum
hydrodynamics, small irregularities in the protein surface
have only a small effect on results, but they significantly
increase the computational time required to get the results.
To produce a surface amenable to hydrodynamic calcula-
tions, small-scale irregularities have been smoothed by using
the algorithms of Connolly (13). These algorithms perform
the mathematical equivalent of rolling a probe sphere across
the van der Waals surface of the molecule. At the places the
probe sphere touches the molecule, a surface is defined. The
surface resulting from a probe radius of 3 A is shown in Fig.
2B.
To discretize the surface of the protein into boundary

elements, the algorithms of Connolly (14) have also been
used. These algorithms take the smoothed molecular surface
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FIG. 1. Discretization of tobacco mosaic virus. B

and divide it into a closed polygon composed of a number of
triangles. The algorithms were designed for computer visu-
alization of protein surfaces, and they produce a number of
slender triangles which are unsuitable for use in a boundary
element method. These have been combined with other
triangles. The resulting surface is shown in Fig. 2C.
For the lysozyme molecule, singularities were located at

the nitrogen atoms in the molecule, as long as the atoms were
not within about 4 A (about 21/2 atomic radii) of the surface
of the protein. This disperses the singularities throughout the
protein, capturing the overall geometry, and avoids numer-
ical difficulties associated with locating the singularities too
near the surface.
The completed double-layer boundary integral equation

method provides the rigid-body velocities of a protein given
the forces acting on it. To predict the diffusion coefficients of
the protein, its mobility tensors a, b, and c are needed.
Referring to the defining relations for these tensors shows
that solving for unit forces and torques in the coordinate
directions will allow solution for successive columns of the
tensors' cartesian representation.
As stated in ref. 7, the tensor a varies with the position in

the particle taken as the origin of the coordinate system. In
ref. 4, Brenner considers that the appropriate location to use
for evaluation of the diffusion coefficient is the hydrodynamic 4 I a
center of mobility, the location at which the tensor b is
symmetric. Wegener (15) also provides some proof of this
assertion. When using the boundary element method of Kimand Karrila (7), however, it is convenient to choose the origin
of the coordinate system so that null solutions of the equa-
tions are orthogonal to each other. The mobility tensors
evaluated at this location must be translated to the hydro-
dynamic center of mobility.

It is possible to derive a relation giving the diffusion
coefficients as a function of the origin of the coordinate
system by starting with the following translation theorems for
the mobility tensors of the particle (7): c e

Referinatoth rdefining relations fo bthese tesrs shws-

b-)bl + c X r

- c~1 C.

Here, r stands for the vector from the origin of the first
coordinate system to the origin of the second. From these it FIG. 2. Lysozyme. (A) van der Waals surface. (B) Smoo
is clear that the rotational diffusion coefficient does not surface. (C) TrianRulated surface.
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depend on the location of the origin, but the translational
diffusion coefficient might. Taking the trace ofthe translation
theorem for the a tensor, considering point 2 to be the center
of mobility, yields

tr(a(cm)) = tr(a(l)) - tr(r x c x r) - tr(r x b(')) + tr(bt(l) x r).

In this case, r is the vector from point 1 to the center of
mobility and is given by a relation in ref. 7:

b(l) - b(l) b(l) - b(l) b(l) - b(l)
Xcm-Xi e3.

(C2 + C3) (c3 + C1) (C1 + C2)

In this formula, ei are the eigenvectors of c, ci are the
eigenvalues, and bij are components of b. Combining these
two equations gives an expression for the translational dif-
fusion coefficient at the center of mobility:

kT [(b23 - b32)2 (b3l - b13)2 (b12 - bl2
Dt =Dt~~ +cm 31 [ (c2 + c3) (c3 + cl) (cl + C2)

where the right-hand side can be evaluated with any conve-
nient choice of origin. Note that the translational diffusion
coefficient clearly reaches a minimum at the center of mo-
bility, since the eigenvalues of c are all positive. Wegener
(22) also showed in a different way that the translational
diffusion coefficient reaches a minimum at the center of
mobility.
When the diffusion coefficients have been evaluated at the

center of mobility, they can be compared with experimental
values.

NUMERICAL RESULTS AND DISCUSSION

The first protein chosen was lysozyme, because it is a
relatively small well-characterized protein which has been a
test subject for a number of predictive methods (1, 16). The
convergence behavior for the diffusion coefficients of lyso-
zyme is shown in Fig. 3. These results were achieved in 4.5
hr on a DECstation 5000/200 (3.7-Mflops Linpack bench-
mark) and will take only minutes on the workstations pres-
ently being introduced. In the case of lysozyme, we can
compare the predicted diffusion coefficient to the experimen-
tally determined value (1, 17) and to other predictions, as
shown in Table 1. As a reference, we include the diffusion
coefficient predicted by the method of Einstein, modeling the
molecule as a simple sphere with a volume that of the surface
we generated for our boundary method. We also include a
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FIG. 3. Convergence of diffusion coefficients of lysozyme.

Table 1. Diffusion coefficients of lysozyme
Predicted

Experimental Einstein Ref. 1 This work

Dt, (cm2s-1) x 106 1.11 ± 0.05 1.33 1.33 1.17 ± 0.04
Dr, S-i X 10-7 2.6 ± 0.7 3.8 3.55 2.8 ± 0.1

prediction by Venable and Pastor (1), using a method devel-
oped by de la Torre and Bloomfield (18). Ref. 1 results are
given for the case of no assumed bound water molecules. As
the number ofassumed bound water molecules increases, the
mobility of the molecule-water complex decreases, along
with the predicted diffusion coefficient.

Results for tobacco mosaic virus are in similar good
agreement with experimental values [computed translational
diffusion coefficient of (4.4 + 0.1) x 10-8 cm2 s-1 vs. (4.4 ±
0.4) x 10-8 cm2 s-1 experimental, and computed rotational
diffusion coefficient of 335 ± 10 s-1 vs. 333 ± 20 s-1
experimental]. The roughly cylindrical shape was divided
into an n-sided prism, and n was increased. Consistent results
occurred at about n = 16. The rotational diffusion coefficient
given by Brenner's formulas can be considered an average
value for rotations about any three orthogonal axes, and it
well represents molecules such as lysozyme, where all axes
are approximately equivalent. For tobacco mosaic virus, this
is clearly not the case, and it was necessary to consider the
individual components of the c tensor in the directions that
diffusion was measured (orthogonal to the centerline) (17,
19).

In his prediction of the size of tobacco mosaic virus from
its diffusion coefficient, Broersma (19, 20) has also achieved
accurate results by using a singularity density distributed on
the centerline of a cylinder.
For rotations about the centerline of the virus, we cannot

compare experimental and predicted results, but we can
compare with an exact solution. In ref. 21, a dimensionless
torque of 270 is calculated for axial rotation of a cylinder of
aspect ratio 10. We calculate a value of 280. Our estimate
could be improved by finer discretization where the surface
tractions are high (the edges of the cylinder), but for the
purpose of calculating diffusion coefficients this refinement is
not justified.

In summary, we have proposed a method for calculating
the mobility tensors which determine the diffusion coeffi-
cients of a protein. This method is applicable to a wide range
of proteins, as evidenced by the examples chosen. It needs
information only about the surface shape of a protein. To
facilitate use of this method, we have made our codes
available for anonymous file transfer on the internet node
doug.cae.wisc.edu, in the directory pub/microhydro.
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