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1. ANALYSIS 

1.1. Ptychographic reconstruction 

The ptychographic reconstruction of the tomographic projections was initiated for each 

projection angle with the probe reconstruction as retrieved from the test sample data set. Each 

reconstruction was started with a weakly random initial seed, with pixel values defined as 

(0.95 + 0.05∙r1) ∙exp(i π/10∙r2) and r1, r2 chosen as uniformly distributed random numbers in 

the interval [0,1] and [-1,1], respectively. For each projection the ePIE algorithm was 

evaluated for 300 iterations, averaging the complex probe and object over the last 20 

iterations (1). The probe was confined by a circular mask with a diameter equal to the field of 

view, similar as described in (2). For both the test sample and the yeast cell dataset the 

amplitude was clipped to the interval [0.9,1] (3). To further aid the reconstruction, phase 

values were clipped to the interval [-π,0]. The feedback parameters of the ePIE algorithm (4) 

were chosen as α = 0.5 (object) and β = 0.25 (probe). 
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1.2. Background correction 

1.2.1. Simulation of a cell partially immersed into a slab of material 

To validate the empirical model that is used here for background correction of the 

experimental data, the 3D (electron) density distribution of a spherical cell partially immersed 

into a slab of water was simulated in a volume containing 128×128×2048 pixels, each with a 

side length of 40 nm (see Fig. S1(a)). More precisely, the cell was assumed to be partially 

immersed in a (nearly) plane-parallel slab of water. An inhomogeneous background 

contribution with a surface described by a Gaussian height distribution function (maximum 

height 30% of the particle radius, standard deviation of three times the particle radius) was 

added. A water density of 1.0 g/ml was assumed, and for the cellular material the sum formula 

H50C30N9O10S1 and mass density 1.35 g/ml (5) was used to determine the corresponding 

refractive index components (6). The photon energy was considered the same as in the 

experiment (7.9 keV). A small vacuole inside the cell was assigned a density of 75% times 

that in the remaining cellular volume. A region of interest in a central slice perpendicular to 

the y-axis illustrates the different density contributions (see Fig. S1(a)).  

The resulting phase projections, obtained by numerical Forward Radon transformation 

(Matlab (7) built-in function "radon.m"), are shown in Fig. S1(b). As for the experimental 

 

Figure S1: Model of a cell partially immersed into a slab of water with a curved surface. (a) Central slice 

through the 3D (electron) density distribution in a plane perpendicular to the rotation axis (along y). (b) Phase 

projections  at three differenct projection angles, after subtraction of the inhomogeneous background and offset 

equalization. 
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data, the inhomogeneous background contribution was subtracted here by modeling and 

forward projecting the density of a slab with a Gaussian height distribution profile (here the 

same as used for simulation). In addition, the constant offset of the phase projections was 

equalized for all projections. As for the experimental data, the projections were filtered by 

Gaussian convolution with a standard deviation of 1.5 pixels. 

A main feature that can be observed in the experimental phase projections (see main text, 

Fig. 3), namely a characteristic region of stronger phase retardation, compared to the 

remainder of the cell, is also observed here. It is caused by the fraction of the cell that 

protrudes the water layer surrounding it. This confirms that the model used for the 

experimental background correction accurately describes the geometry of the sample. 

1.2.2. Overall effect of the experimental background correction 

The overall effect of the corrections is illustrated in Fig. S2 which shows a plot of the 

integrated projected phase sum ∫ Φ𝜃(𝑡, 𝑦)d𝑡d𝑦
 

𝑆
 before and after the background correction. 

Here 𝑆 denotes the complement of the cell support in each projection. As evident from the 

plot the background correction brings the overall background to 0, thus leaving essentially the 

cell density itself as the only contribution to the phase projections. 

 

Figure S2: Effect of the background subtraction on the overall phase sum outside the cell support S, plotted 

against the projection angle θ. Before the background correction the values are scattered around a constant non-

zero value, except for angles below -60°. After the background corrections all values are located around zero. 
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1.3. Tomographic reconstruction 

In Figure S3 slices in a plane perpendicular to the rotation axis are shown for (a) the 

reconstruction from experimental data and (b) from simulated data (see above). There is a 

very high degree of similarity between model and experiment, indicating the validity of the 

model. The images show that the cell half on the opposite side of the protruding fraction is 

essentially unaffected by the partial submersion of the cell and remaining artifacts are due to 

the missing wedge. 

  

 

Figure S3: Slices through the reconstructed experimental (a) and simulated density distributions (b). The dashed 

line in subfigure (a) indicates the volume that was used for quantitative density analysis. 
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1.4. Resolution determination 

The (half-period) resolution was determined by intersecting the resulting FRC curve with 

the so-called 1/2-bit threshold curve. This line indicates the FRC value for each spatial 

frequency, at which the average information content of each voxel is 0.5 bits (8). The 

resulting FRC curve and the 1/2-bit threshold curve are depicted in Fig. S4. The two curves 

intersect at a resolution value of 234 nm.  

 

Figure S4: Azimuthally averaged Fourier-Shell-correlation curve (blue) obtained from correlating two 

independent tomographic reconstructions, each representing one half of the dataset. The intersection of the blue 

curve with the 1/2-bit threshold curve (red) marks an estimate for the obtained half-period resolution, 234 nm. 
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