
1	  
	  

SUPPLEMENTARY INFORMATION 

 

 

Exploring Host-Microbiome Interactions using an in Silico Model of Biomimetic Robots 
and Engineered Living Cells  
 
Keith C. Heyde1 and Warren C. Ruder,2* 

 

*Corresponding Author 
1Department of Biomedical Engineering and Mechanics 
2Department of Biological Systems Engineering 
Virginia Polytechnic Institute and State University  
Blacksburg, VA 24061 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2	  
	  

SUPPLEMENTARY FIGURES 

 

Figure S1. Robotic Platform Information Flow. This figure shows a visual representation of 
information flow through the three modules. (A) The synthetically engineered microbiome, 
programmed with a synthetic gene network. (B) The microchemostat environment with physical 
microfluidic channel and epifluorescent (EFM) microscope. (C) The robotic host translating 
EFM signal through a microprocessor into robotic behavioral response.  
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Figure S2. Biochemical Model Basics. This figure shows a visual representation of the 
biochemical model used for our simulation. (A) The inducer transport through the membrane 
barrier. (B) The interactions involved with the translation of [mRNA]. This includes internal 
inducers, a promoter site and repression proteins. An RBS is also seen as being associated with 
the mRNA. (C) An illustration of the translation event creating a protein, relating in [mRNA] to 
the [Protein] produced. This process is driven by a ribosome. 
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Figure S3. Exploring Stochasticity in the Simulated Gene Network. We ran six simulations 
exploring how stochasticity in transcription and translation affected the performance of the robot 
platform. The reporter protein, EFM signal, and inducer concentrations associated with panels A-
G are presented in Figures S7-S12 respectively. 
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Figure S4. Balanced Toggle Switch with Randomly Occurring Carbon Depots. (A) The 
biomimetic robot host was endowed with bacterial cells containing a balanced toggle switch. (B-
E) Four different simulations were run with randomly placed carbon depots. Each simulation 
showed the robot alternating between Lactose and Arabinose depots in a bistable manner.  
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Figure S5. System Information Flow. We showed how variables passed between the five 
different simulation systems including the three modules from Figure S1 (A, B, and C), the 
robotic platform (D) and the arena simulation (E). Chemical, position, and voltage parameters 
are passed from systems, allowing for modularity of engineering.  
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Figure S6. Stochasticity in the Internal Inducer Concentration. A Gaussian multiplier was 
applied to the lactose and arabinose internal concentrations. This multiplier had a variance that 
was 10% the previous time step’s concentration. (A) The EFM signal for the stochastic circuit. 
(B) The lactose and arabinose internal inducer concentrations, with a callout box demonstrating 
the stochasticity of the signal. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S7. Stochasticity in a Balanced Toggle with 0% Transcription and 1% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S8. Stochasticity in a Balanced Toggle with 1% Transcription and 0% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S9. Stochasticity in a Balanced Toggle with 1% Transcription and 1% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S10. Stochasticity in a Balanced Toggle with 0% Transcription and 5% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S11. Stochasticity in a Balanced Toggle with 5% Transcription and 0% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Figure S12. Stochasticity in a Balanced Toggle with 5% Transcription and 5% Translation 
variance. (A) The EFM signal for the stochastic circuit. (B) The lactose and arabinose internal 
inducer concentrations. (C) The reporter protein levels. (D) The emergent robotic behavior 
within the arena. 
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Supplementary Text 

Text S1. Robotic System Design 

Module One: Microbiome 

Module one describes a living, engineered microbiome. Microbiomes in nature are an 
amalgamation of numerous species1-3. However we used a homogeneous, engineered E. coli 
population as a model system. This simplification is an established precedent4,5 and allows us to 
experiment and engineer with a well-understood model organism before adding layers of 
complexity.   

We chose to simulate the effects of synthetic gene circuits within the microbiome (Figure 
S2) by using a deterministic approximation common in the synthetic biology6-9. This framework 
centers on modeling the central dogma of molecular biology as a system of ordinary differential 
equations (ODE’s) relating the rates of change of inducers, mRNAs, and proteins. Although this 
approach neglects the stochastic variation found in nature10-‐14, it provides a simplified, modular, 
and computationally efficient framework for understanding gene network dynamics. We 
considered this simplification appropriate for our research due to the homogeneous nature of the 
bacterial population15. Nevertheless, we also have examined the role of stochasticity in our 
proposed system. We created several simulations accounting for transcriptional and translational 
noise16,17 that are described later and shown in Figures S3.  

The three primary equations for our ODE framework are shown below. An expanded 
derivation of these equations is presented in section Text S2 of the Supplementary Information.  

 
! [!!"#

!"
=   µμ( I!" − [I!"#]) (S1) 

! [!"#$]
!"

= !
!! !" ! + α!"#$ +

!× !!"#
!! !!"#

− HL!"#$×[mRNA] (S2) 

! !
!"

=    RBS  ×   mRNA − HL!"#$%× P  (S3) 

      

Equation S1 is derived from analyzing the rate of change of the inducers inside of the 
cell. In the model described here, we simplified the endogenous network by envisioning a cell 
that had been engineered to no longer possess the native genes encoding arabinose and lactose 
metabolism; thus, the only incentive for seeking these inducers would be created by our 
engineered gene circuits. Therefore, we approximated the rate of change of the internal inducer 
concentration as a function of its transport across the cell membrane; this transport is governed 
by the gradient between the internal and external inducers concentration, [Iint] and [Iex], 
respectively, and membrane permeability represented by a transport coefficient µ.  In our model, 
inducers such as lactose and arabinose were introduced from the environment (Figure 3B, 4B, 
and 6B), or directly injected from the host robot (Figure 6A and 7A). The transport processes 
leading to our first-principal derived model for inducer concentration is shown in Supplementary 
Figure S2. Additional methods for modeling inducer concentration are noted in Supplementary 
Text S2. 
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As noted, our model assumes a homogenous, well-mixed bacteria population, kept in 
exponential phase. These assumptions allow us to describe the transcriptional and translational 
processes of synthetically engineered gene circuits as a mean population value, smoothing the 
fluctuations found at the single cell level18. Equation S2 incorporates these assumptions to 
describe the rate of change of mRNA. Leveraging existing deterministic models8,19, we modeled 
temporal dynamics of mRNA as the sum of four terms. Under this paradigm, the first three terms 
on the right hand side of equation S2 relate the behavior of an inducible operon. Within these 
terms, [RP] is the concentration of a repressor protein with a corresponding Hill coefficient of H. 
α is a combined parameter describing a number of biophysical properties of the promoter site 
including transcription factor and RNAP binding affinity8,19-21. αLeak is the rate of transcriptional 
leak of mRNA produced when the promoter site is repressed8,19. The inducer coefficient, k, is a 
parameter describing the rate at which mRNA is produced in proportion to the internal inducer 
concentration, [Iint]. Finally, the fourth term in the model describes kinetic rate of decay for the 
mRNA. Here we assumed a first order decay processes for the mRNA, represented by the 
HLmRNA term. This transcription process is shown in Supplementary Figure S2. 

Equation S3 describes the rate-of-change of protein within the cell. Specifically, this 
equation relates rate of protein produced with the concentration of mRNA within the cell. 
Fundamental to this model is the assumption that all mRNA transcribed can be translated. This 
assumption allows us to ignore mRNA inhibitors22 and riboregulators23. Additionally, we are 
interested in incorporating (ribosome binding site) RBS strength as a tunable parameter for 
altering system behavior, an approach often used in synthetic biology24-28. Therefore, we 
included a relative RBS strength term within equation S3. The protein’s rate of decay is 
approximated as first order, but of a different magnitude than that of the mRNA; this decay ratio 
is described by the parameter HLratio. This translation process is shown in Figure S2.  

Module Two: Microfluidic Chemostat 

Our design for an onboard, programmable microbiome leverages previous work in 
microfluidic based synthetic biology29-32 to approximate host-microbiome feedback found in 
nature. We can conceptualize this module as containing two features: 1) the physical chemostat 
(Figures 1H and Supplementary Figure S1B) and 2) the miniaturized epifluorescent microscope 
(Figures 2B, and Supplementary Figure S1B). 

The conceived chemostat (Figure 1H) is based on existing designs30,32 and combines a 
microfluidic channel housing the first module with peristaltic pumps. By presuming that we 
constitutively pump a carbon source, such as xylose, through the chemostat, we can assume the 
cells remain both well-mixed and in exponential phase30. Additionally, we conceptualized our 
microfluidic chip as a part of a system permitting chemical injections from either the robot or the 
environment, allowing us to simulate a biomimetic proxy for information exchange with the 
microbiome. 

The second module also contains a miniaturized epifluorescent (EFM) microscope based 
on previous designs33. This module provides the crucial interface translating phenotypic 
variations, in the form of reporter protein (mCherry and GFP) production (Figures 2B, 2C, 2D, 
and S1B), into electronic information encoded as voltage differentials. In this manner, the EFM 
serves as a crucial biotic-abiotic interface. 
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In order to convert these reporter protein fluorescent measurements into a useful digital 
signal, we designed a computable response function (Table 1) to interpret the reporter protein 
intensities and to translate the measurement into one of five discrete outputs. This logic function 
generates what we term the EFM value, a signal sent to the robotic host microprocessor. We set 
these EFM signal value thresholds to enable responses to distinct regimes of reporter protein 
concentrations outputted by our simulated model. By extension, in a physical system, these 
values would be based on fluorescent intensity recorded by the epifluorescent microscope. 

Supplementary Table 1. EFM Signal Logic 

Conditions EFM value 

[GFP] < [mCherry] AND [mCherry] > 120 AND [GFP] >120 -2 

[GFP] < [mCherry] AND 50 < [mCherry] < 120 AND [GFP] < 50 -1 

All Other Conditions 0 

[GFP] > [mCherry] AND 50 < [GFP] < 120 AND [mCherry] < 50 1 

[GFP] > [mCherry] AND [mCherry] > 120 AND [GFP] >120 2 

 
Module Three: Robotic Mobile Prosthetic and Microprocessor 

The third module is a robotic host and a microprocessor that controls all mechatronic 
behavior for the robotic platform. In our simulation, we designed the robot to have mobile 
functionality similar to the e-puck swarm robot34. Therefore, our robot is a tank robot with two-
wheel actuation35. We conceptualized the robot as having the capability of seeking and docking 
with different inducer (lactose or arabinose) carbon depots in its environment. 

In this proposed seek-and-dock process, the conceptualized robot would be endowed with 
transmitters and sensors enabling it to emit a wireless ‘ping’ signal to nearby carbon depots. 
These carbon depots would respond with a wireless signal with their location, and orientation so 
that the mobile robot could travel to them directly and ‘dock’ with the station using the correct 
angle-of-approach. The automated depot would then replenish onboard inducer concentrations 
with the docked robot. 

The robotic host also includes hardware that allows it to ‘dock’ with an inducer carbon 
depot. This hardware would establish a watertight connection between the mobile robotic 
platform and the carbon depot. Once this seal has been established, the docking port would allow 
for the inducer to enter the microchemostat at a constant flow rate. This would provide an 
extracellular inducer concentration that would then enter the cells through membrane transport 
processes described in subsequent sections. During this docking, the robotic platform is still 
sensitive to the signals sent from the EFM. 

 Furthermore, we programmed the robot with a minimal set of subroutines 
(Supplementary Table 2) designed to mimic an organism’s mobile pursuit of nutrients (e.g., 
hunting) within its environment (Figure 1). These commands were programmed into an onboard 
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microprocessor that reevaluates subroutines states at every time step of the simulation 
(Supplementary Figure S1). This minimal set of subroutines allowed us to observe how the 
phenotypic state of the microbiome influences host behavioral response.  

 

Supplementary Table 2. Programmed Robot Subroutines 

Condition Subroutine 

EFM = -2 1: Locate, turn, and travel towards arabinose source at 2x base 

speed  

EFM = -1 2: Locate, turn, and travel towards arabinose source at 1x base 

speed 

EFM = 0 3: Do not move 

EFM = 1 4: Locate, turn, and travel towards lactose source at 1x base speed 

EFM = 2 5: Locate, turn, and travel towards lactose source at 2x base speed 

Robot between 2 and 2.25 of 

carbon depot 

6: Inject AHL pulse into onboard microfluidic channel.  

 
The first five subroutines relate the robot’s motion within the simulation environment. 

The last subroutine injects a pulse of a third inducer into the microchemostat directly from the 
robotic platform. This subroutine, sixth in Supplementary Table 2, is a simplification of the host-
to-microbiome biochemical communication interaction found in nature. By including this 
biomimetic feature, we were able to create information exchange from the host to the 
microbiome (Figure S5), in addition to the other subroutines that enabled microbiome 
information to be passed to the host. We chose to mimic and simulate this biochemical 
communication using N-Acyl homoserine lactone (AHL) as the inducer molecule along with an 
AHL-sensitive, engineered promoter, Plux-λ, due to this system’s orthogonally and well 
characterized behavior8,28,36-38.  

 

Text S2. Model Derivation 

Robot System Design 

 Our results are based on our design for a biomimetic robotic platform, engineered to 
simplify the host-microbiome interactions found in nature. This system allows us to capture five 
crucial information flows:  environment-to-host (external sensors), environment-to-microbiome 
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(arabinose and lactose), host-to-microbiome (AHL pulse), microbiome-to-host (epifluorescent 
signal output) and host-to-environment (robot position). This information flow is presented in 
Figure 1 of the main text and Figure S1.  

 

 

Biochemical Model Development 

 The biochemical simulation used in our model links inducer, mRNA, and protein 
concentrations. The field of computational molecular biophysics is vast, with established models 
existing for different scales and system complexity. One of the nuances when modeling cellular 
behavior is to select a modeling approach that captures the critical behavior while providing 
computational efficiency. For instance, one would not use a molecular dynamics model to 
explain the human circulatory system.  

 For our study, we needed to model reporter protein expression resulting from inducer 
concentrations that activate synthetically inserted genetic topologies. Within this context, we 
needed to relate synthetically programmable parameters, such as promoter and RBS strengths, in 
order to test our hypothesis. Fortunately, there is no shortage of existing models for 
understanding the transcription and translation processes. For example, the rise of systems and 
synthetic biology in conjunction with biophysics and numerical methods has opened the door for 
Monte Carlo/Markov Chain (MMMC) models used for even complex genomic networks11,12.  

 However, although an understanding of the stochastic nature of gene expression is 
important, the design of our system allows us to use a continuous, deterministic approximation. 
This is a fair assumption given that our system focuses on macroscopic characteristics (reporter 
protein fluorescence) at a population level for a homogeneous culture.  

 Using a continuous framework, our first task was to describe the inducer concentration 
within the cell. From an inducer specific mass balance, we can describe change in inducer 
concentration as the sum of the transport of the inducer across the cell membrane and the 
degradation of the inducer by cellular kinetics.  

! !"#$%&'
!"

= Inducer  Transport  Into  Cell−   Inducer  Metabolism   (S4) 

 Further exploring the terms on the right hand side, we can describe inducer transport into 
the cell by modifying Fick’s law for diffusion over a transport barrier, given in equation S5. 

 J =   −D !"
!"

  (S5) 

 In this equation, J is the diffusion flux measured in units of concentration per unit area 
per unit time, dc/dt is the inducer concentration gradient, and   D is a transport diffusion 
coefficient that describes the ability for substances to flow through the membrane.  

 Our reactor is designed to be well mixed, and therefore we may assume dc/dt to be equal 
at all locations across the cell membrane for a given moment in time. This assumption allows us 
to assume equation S3 is true.  
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 !"
!"
=    I!" − [I!"#]   (S6) 

 Whereby I!"  is the inducer concentration external to the cell and [I!"#] is the inducer 
concentration within the cell membrane.  

 Additionally, within cells, D would normally behave as a function of membrane channel 
proteins such as AraFGH and permease39,40. However, for model simplification, we assumed 
these membrane proteins were held at a constant concentration, and therefore D was a constant. 
By additionally assuming all cells in our microbiome have a constant surface area, we can 
modify Fick’s law by our assumptions to yield. 

Inducer  Transport  Into  Cell =   µμ( I!" − [I!"#]  ) (S7) 

 Within equation S7, µ is a combined transport coefficient, defined as µ = D×A, with A 
being the cell’s average surface area.  

 The second term on the right side of equation S4, inducer metabolism, requires a kinetic 
model to characterize the degradation of the inducer once inside the cell membrane. However, to 
simplify metabolism kinetics, we assumed that our engineered E. coli would include gene 
knockouts that eliminate the metabolism of the inducers used in our system; lactose, arabinose, 
and AHL. Therefore, the internal concentration of these three inducers may be characterized by 
equation S5.  

! [!!"#
!"

=   µμ( I!" − [I!"#])  (S8) 

  It should be noted that for all three of these inducers, [Iex] are controlled by non-cellular 
factors such as proximity to carbon depots and robot executable 6. In this way, the inducers serve 
as external signals linking information flow from the environment or robotic platform to the 
microbiome. We note that equation S8 represents first-order kinetics resulting in exponential 
decay of inducer concentration. 

 For the next variable, mRNA, we first set up a mass balance, noting that the rate of 
change for mRNA will equal the transcription rate minus the degradation rate. This equation S9 
is formulated similarly to S4: 

! !"#$
!"

= rate  of  transcription−   rate  of  mRNA  degradation   (S9) 

 In order to develop a term for the rate of transcription, we turned to existing literature for 
model development. However, we desired to make a modular, continuous approximation of 
operon behavior and therefore did not want to engage in promoter-site specific Shea-Acker’s 
formalism41. Fortunately, existing work in synthetic genetic network dynamics7,8,15 has 
developed a simplified continuous ODE for approximating inducible and repressible operon for 
behavior.  

rate  of  transcription = !
!! !" ! + α!"#$ +

!× !!"#
!! !!"#

 (S10) 
	  
This equation relates the rate of change in mRNA production to a number of inputs 

driven by transcription events and mRNA degradation.	  
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The first term on the right hand side is used to describe how the concentration of 
repression proteins [RP], such as TetR or LacI, affect the normal promoter-driven gene 
expression. Within this term, α  is a coefficient describing the maximum transcription rate when 
no repression proteins are present. Finally, H is a term known as the Hill coefficient, and is used 
to describe the relative impact of a repression protein on an associated promoter.  

The second term, αLeak, is a term describing the ‘leak’ of a promoter. This term varies in 
accordance to the promoter studied. However, in our simulation we kept αLeak to be roughly 
1/100 of the α value.  

The final term provides a mechanism for induced operon activation. Within this term, k is 
a signal coefficient that relates the amount of inducer to the rate of transcription.    

Finally, for the rate of mRNA degradation, we developed a simple kinetic model relating 
the degradation rate to the half-life and concentration of the mRNA.  

 

rate  of  mRNA  degradation =   −HL!"#$× mRNA   (S11) 
   

It should be noted that many biological factors can alter the mRNA half-life such as 
nuclease tags. Furthermore, an mRNA’s translational efficacy may be altered by the presence of 
riboregulators and other inhibitors. However, assuming these factors are not present, we may 
combine equations S9, S10, and S11.  

 
! !"#$

!"
= !

!! !" ! + α!"#$ +
!× !!"#
!! !!"#

− HL!"#$× mRNA   (S12) 

  

 Using a similar, but simpler model for protein translation and degradation, we are able to 
model the rate of change for protein as equation S10.   

! !
!"

=    RBS× mRNA − HL!"#$%× P   (S13) 

 Where [P] is the protein concentration, RBS is the ribosome binding site strength 
associated with the mRNA strand, and HLratio is the half-life ration of the mRNA to protein half-
lives.  

  With S8, S12, and S13, we are able to write a set of governing biochemical equations 
shown in Supplementary Text Section 1.  

Governing Biochemical Equations 
! [!!"#

!"
=   µμ( I!" − [I!"#]) (S1) 

! [!"#$]
!"

= !
!! !" ! + α!"#$ +

!× !!"#
!! !!"#

− HL!"#$×[mRNA] (S2) 

! !
!"

=    RBS  ×   mRNA − HL!"#$%× P  (S3) 

These governing equations are also shown in Figure S2 
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Text S3. Simulation Design 

In order to simulate the interplay between host, microbiome, and environment, we 
designed a block system architecture that combined continuous biochemical readouts with finite-
state-machine logic functions for the epifluorescent microscope and microprocessor state. The 
general concept for this design is presented below in Figure S5.  

Within our simulation, we used a fixed time step evaluation of state variables (protein, 
mRNA, inducer, position) to determine which subroutine the robotic platform should run. With 
this fixed time step evaluation in mind, we intentionally selected a fixed time step numerical 
method to evaluate the biochemical system. In this way we were able to best represent the 
engineering constraints of our designed biomimetic robot.  

All of our Simulink and MATLAB files detailing the model parameters are available by 
request from the authors.  

Balanced and Biased Toggle Switch 

Here, we have including the set of governing ODEs for the genetic toggle switch presented in 
the paper: 

 

i. ! !"#$%&'()!!"
!"

=   µμ!"#( Arabinose!" − [Arabinose!"#]) 

ii. ! !"#$%&'!"#
!"

=   µμ!"#( Lactose!" − [Lactose!"#]) 

iii. ! [!"#$!"#$]
!"

= α!"#$_!"#$ +
!!"#$× !"#!"#
!! !"#!"#

− HL!"#$_!"#$×[Pbad!"#$] 

iv. ! [!"#$!"#$]
!"

= !!"#$
!! !"#$ !"##!"#

+ α!"#$_!"#$ +
!!"#$× !"#!"#
!! !"#!"#

− HL!"#$_!"#$×[Plac!"#$] 

v. ! [!"#"!"#$]
!"

= !!"#"
!! !"!# !"##!"!

+ α!"#$_!"#" − HL!"#$_!"#"×[Ptet!"#$] 

vi. ! !"#$%%&
!"

=    RBSmCherry× Ptet!"#$ − HL!"#$%_!"#$%%&× mCherry  

vii. ! !"#
!"

=    RBSGFP× Plac!"#$ − HL!"#$%_!"#× GFP  

viii. ! !"!#
!"

=    RBStetR× Plac!"#$ − HL!"#$%_!"!#× tetR  
ix. LacI = LacI! + LacI! 
x. ! !"#$!

!"
=    RBSLacI!× Pbad!"#$ − HL!"#$%_!"#$!× LacI!  

xi. ! !"#$!
!"

=    RBSLacI!× Ptet!"#$ − HL!"#$%_!"#$!× LacI!  
 

Our simulation had the following parameter values unless otherwise noted: HLmRNA_Pbad 

,HLmRNA_Plac, HLmRNA_Ptet  = 1; αPbad = 0; αPtet, αPlac = 0; αPbad = 200; HLratio_mCherry, HLratio_GFP, 
HLratio_TetR HLratio_LacI = 3; RBSGFP, RBSmCherry,  RBSetR, RBSLacI= 1; αLeak_Ptet, αLeak_Plac, αLeak_Pbad = 
1; kpbad, kplac = 50; kptet = 0; Hilllac, Hilltet = 2. These parameters are based off of a calculation 
regime used in previous literature8. Additionally, Lactose_DoseConc, Arabinose_DoseConc = 
[50].  

Figure 4 was generated by changing the RBSLacI equal to 2.4. This value was chosen as a 
visually indicative change in the behavioral regime. 
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Figure 5 is the result of a two dimensional parameter sweep changing the RBSTetR and 
RBSLacI values from 1-10 by increments of 1. The simulations were run in series and the 
quantitative metrics describing the behavior for each RBS combination was assembled in an 
array. The array is visually represented by the heat contours shown in Figure 5. 
 
Network Stochasticity for the Toggle Switch 
  

We first simulated inducer stochasticity by incorporating a Gaussian kernel as a multiplier of 
the exponentially decaying internal inducer concentration. The results from this simulation are 
presented in Supplementary Figure S6. Due to the toggle switch’s bistable nature, relatively 
small amounts of inducer stochasticity had negligible effects on the robotic emergent behavior42.  

To account for gene expression stochasticity, we modified our governing biochemical 
equations to include noise terms. These additions were based upon examples from literature17 

that augment the ODE’s to include the stochastic terms ηR and ηP for transcriptional and 
translational noise, respectively.  

In our continuous example, the terms ηR and ηP are defined as being random variables with 
a normal (Gaussian) distribution about a mean of zero. Within the model, the variance for ηR 
and ηP is defined as percentage of the mRNA or protein concentration at a given time step. For 
instance, for a given percentage, ρ,  ηR and ηP are defined by S14 and S15 below, where N(𝛍,  𝛎) 
is a normal distribution as a function of the mean (𝛍) and the variance (𝛎). 
 

ηR =   𝐍(0, (ρ ∗ [mRNA]))  (S14) 

 
  ηP =   𝐍(0, (ρ ∗ [Protein]))  (S15)  

The random variables are then incorporated into the equations for translation S2 and 
transcription S3 to arrive at the stochastic versions of transcription and translation shown in 
equations S16 and S17, respectively.   
 

! [!"#$]
!"

= α

!! !" ! +α!"#$ +
!× !!"#
!! !!"#

− HL!"#$× mRNA +   ηR  (S16) 

! !
!"

=    RBS  ×   mRNA − HL!"#$%× P +   ηP  (S17) 

We simulated ρ = {0%, 1%, and 5%} for the transcription and translation of all mRNA and 
protein products. The results are shown in Figure S3 and Figures S7-S12. 

Finally, in to consider environmental stochasticity we simulated the lactose and arabinose 
depots to appear at random locations. The results for four trial runs are shown in Figure S4. 

 

Additional Plux-λ Operon   

The simulations including the Plux-λ operon (Figures 6 and 7 in the main text) used a slightly 
different set of equations to accommodate the additional behavior. 

i. ! !"#$%&'()!"#
!"

=   µμ!"#( Arabinose!" − [Arabinose!"#]) 
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ii. ! !"#$%&'!"#
!"

=   µμ!"#( Lactose!" − [Lactose!"#]) 

iii. ! [!"#$!"#$]
!"

= α!"#$_!"#$ +
!!"#$× !"#!"#
!! !"#!"#

− HL!"#$_!"#$×[Pbad!"#$] 

iv. ! [!"#$!"#$]
!"

= !!"#$
!! !"#$ !"##!"#

+ α!"#$_!"#$ +
!!"#$× !"!!"#
!! !"#!"#

− HL!"#$_!"#$×[Plac!"#$] 

v. ! [!"#"!"#$]
!"

= !!"#"
!! !"#$ !"##!"!

+ α!"#$_!"#" − HL!"#$_!"#"×[Ptet!"#$] 

vi. ! !"#$%%&!
!"

=    RBSmCherry!× Ptet!"#$ − HL!"#$%_!"#$%%&'× mCherry!  

vii. ! !"#!
!"

=    RBSGFP!× Plac!"#$ − HL!"#$%_!"#$× GFP!  

viii. ! !"!#
!"

=    RBSTetR× Plac!"#$ − HL!"#$%_!"!#× TetR  
ix. LacI = LacI! + LacI! 
x. ! !"#$!

!"
=    RBSLacI!× Pbad!"#$ − HL!"#$%_!"#$!× LacI!  

xi. ! !"#$!
!"

=    RBSLacI!× Ptet!"#$ − HL!"#$%_!"#$!× LacI!  

xii. ! [!!"#!!!"#$]
!"

= !!!"#!!
!! !" !"##!"

+ α!"#$_!!"#!! +   
!!!"#!!× !"#!"#

!! !"#!"#
− HL!"#$_!!"#!!×

[PLux − λ!"#$] 
xiii. ! !"#!"#

!"
=   µμ!"#( AHL!" − [AHL!"#]) 

xiv. ! !"#$%%&!
!"

=    RBSmCherry!× PLux − λ!"#$ − HL!"#$%_!"#$%%&'× mCherry!  

xv. ! !"#!
!"

=    RBSGFP!× PLux − λ!"#$ − HL!"#$%_!"#$× GFP!  

xvi. ! !"
!"

=    RBScI× PLux − λ!"#$ − HL!"#$%_!"× cI  
xvii. GFP = GFP! +   GFP! 

xviii. mCherry = mCherry! + mCherry! 
 

Furthermore, the additional circuit added the following modeling parameters: AHL_near 
= 2.0; AHL_far = 2.25; AHL_DoseConc = [130]; HLmRNA_PLux-λ = 1 αPlux-λ = 0; αLeak_Plux-λ = 1; 
kPLux-λ = 100; HLratio_cI = 1; RBSGFP_2, RBSmCherry_2 = 4. 

 For Figure 7 of the main text, we varied the RBScI value from 0 to 1 and observed where 
regime shifts occurred. We visually inspected the simulation results and found areas of regime 
bifurcations. The selected regimes are indicative of the major visually observed behavioral shifts.  
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