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Appendix S1 Stability of host extinction and disease-

free equilibra of the model (1)

Incorporating the mating function M(F,M) = 2c FM
F/h+M into the model (1) in the main

text, we have

dFu
dt

= c
[Fu + (1− ξ)rFi](Mu +Mi)

(Fu + Fi)/h+Mu +Mi
− λFu(Fi +Mi)− (µ+ bP )Fu

dMu

dt
= c

[Fu + (1− ξ)rFi](Mu +Mi)

(Fu + Fi)/h+Mu +Mi
− λMu(Fi +Mi)− (µ+ bP )Mu

dFi
dt

= crξ
Fi(Mu +Mi)

(Fu + Fi)/h+Mu +Mi
+ λFu(Fi +Mi)− (µ+ bP )Fi − αFi

dMi

dt
= crξ(1− q) Fi(Mu +Mi)

(Fu + Fi)/h+Mu +Mi
+ λMu(Fi +Mi)− (µ+ bP )Mi − αMi

(S1.1)

See also Table S 2 for details on the male-killing process. Notice that if Fu(0) = Mu(0), then

Fu(t) = Mu(t) for all t > 0. Therefore, we can reduce the number of equations in the model

(S1.1) from four to three, introducing a variable S as the total density of the uninfected

individuals and noting that

Fu = Mu =
S

2

The reduced model then is

dS

dt
=

2c

(S2 + Fi)/h+ S
2 +Mi

[(
S

2
+Mi

)(
S

2
+ (1− ξ)rFi

)]
− λS(Fi +Mi)− (µ+ bP )S

dFi
dt

= crξ
Fi
(
S
2 +Mi

)
(S2 + Fi)/h+ S

2 +Mi

+ λ
S

2
(Fi +Mi)− (µ+ bP )Fi − αFi

dMi

dt
= crξ(1− q)

Fi
(
S
2 +Mi

)
(S2 + Fi)/h+ S

2 +Mi

+ λ
S

2
(Fi +Mi)− (µ+ bP )Mi − αMi

(S1.2)

Now we briefly present a stability analysis of the host extinction and disease-free equi-

libria corresponding to the model (S1.2).
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Appendix S1.1 Host extinction equilibria and their stability

Since the model (S1.2) is not differentiable at the origin we construct an equivalent system in

terms of the proportion of infected females x = Fi

P , the proportion of infected males y = Mi

P ,

and the total host density P which will permit linearisation around P = 0. The equivalent

model is as follows:

dx

dt
=

chx(1− x+ y)

1 + h+ (1− h)(x− y)
[rξ − 1 + x+ y − (2r − rξq)x] +

λ

2
P (1− x− y)(x+ y)− αx(1− x− y)

dy

dt
=

ch(1− x+ y)

1 + h+ (1− h)(x− y)
{rξ(1− q)x− y[1− x− y + (2r − rξq)x]}+

λ

2
P (1− x− y)(x+ y)− αy(1− x− y)

dP

dt
=

{
ch(1− x+ y)

1 + h+ (1− h)(x− y)
[1− x− y + (2r − rξq)x]− α(x+ y)− µ− bP

}
P

(S1.3)

This model has five host extinction equilibria: (0, 0, 0), (1, 0, 0), (0, 1, 0),
(

0, ch+(1+h)α
α−(c+α)h , 0

)
,

and (x∗, y∗, 0) (see Figs. S 1 and S 2 for illustration) with y∗ = (1− q)x∗ and x∗ as a root of

Ax2 +Bx+ C = 0

where

A = [h(c+ α)− α− chrξ]q2 + 2q[chr + α− h(c+ α)]

B = 2ch(1− r) + 2α(1 + h)− 2αq

C = ch(rξ − 1)− α(1 + h)

Denoting J(x, y, P ) the Jacobian matrix of the model (S1.3) we now summarize stability

properties of these host extinction equilibria in a series of propositions. We assume ch/(1 +

h) > µ to avoid host extinction in the absence of any infection.

Proposition 1. The extinction equilibrium (0, 0, 0) is always unstable.

Proof. The Jacobian matrix J(0, 0, 0) of the model (S1.3) is diagonal with the eigenvalues

ch(rξ − 1)

1 + h
, − ch

1 + h
− α, ch

1 + h
− µ

Since the last eigenvalue is positive for ch/(1 +h) > µ, the extinction equilibrium (0, 0, 0) is

always unstable.

Proposition 2. The extinction equilibrium (1, 0, 0) is always unstable.
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Proof. The Jacobian matrix J(1, 0, 0) of the model (S1.3) is a block matrix with one negative

eigenvalue −α − µ and two other eigenvalues whose sum is α + chr(1 − qξ) > 0. This

means that the latter two eigenvalues are either complex conjugate with positive real part

or real with at least one of them positive. The extinction equilibrium (1, 0, 0) is thus always

unstable.

Proposition 3. The extinction equilibrium (0, 1, 0) is always unstable.

Proof. The Jacobian matrix J(0, 1, 0) of the model (S1.3) is upper diagonal and its eigen-

values are crξ, c+α and −α−µ. Since the first two eigenvalues are positive, the extinction

equilibrium (0, 1, 0) is always unstable.

Proposition 4. The extinction equilibrium
(

0, ch+(1+h)α
α−(c+α)h , 0

)
is never feasible.

Proof. The statement directly follows from the observation that the inequality

0 <
ch+ (1 + h)α

α− (c+ α)h
< 1

ensuring feasibility of the equilibrium holds if and only if c < −α. However, this latter

inequality can never be satisfied as all model parameters are assumed positive.

Proposition 5. Let ξ = h = 1. Then there is a stable extinction equilibrium (x∗, y∗, 0).

Proof. With h = ξ = 1 we have two possible roots for x∗:

x∗1 =
1

2− q
and x∗2 =

c(r − 1)− 2α

cq(r − 1)

Moreover, y∗1 = (1− q)x∗1 and y∗2 = (1− q)x∗2.

The equilibrium (x∗1, y
∗
1 , 0) is always feasible and the Jacobian matrix J(x∗1, y

∗
1 , 0) of the

model (S1.3) has the following eigenvalues

−cr(1− q)
2− q

,
cr(q − 1) + α(2− q) + µ(2− q)

q − 2
,
c(r − 1)(1− q)− α(2− q)

q − 2

While the first eigenvalue is always negative, the latter two eigenvalues are negative provided

that

µ > cr
1− q
2− q

− α and c >
α(2− q)

(r − 1)(1− q)

This means that the death rate µ is large enough to cause extinction and the birth rate c is

large enough to maintain positive proportions of infected females and males.
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Turning to the equilibrium (x∗2, y
∗
2 , 0) we notice that the feasibility condition 0 < x∗2 < 1

implies

2α < c(r − 1) <
2α

1− q
(S1.4)

Then the eigenvalues of the Jacobian matrix J(x∗2, y
∗
2 , 0) are

− rα

r − 1
,

α

r − 1
− µ, [c(r − 1)− 2α][c(r − 1)(1− q)− α(2− q)]

cq(r − 1)

The first eigenvalue is always negative. Imposing that the latter two eigenvalues are negative

and taking into account the feasibility condition (S1.4), we arrive to the following stability

condition

µ >
α

r − 1
and

2α

r − 1
< c <

α(2− q)
(r − 1)(1− q)

Appendix S1.2 Disease-free equilibrium and its stability

Going back to the original model (S1.2) defined in terms of the variables S, Fi and Mi, there

is a unique disease-free equilibrium (DFE)

F ∗i = 0, M∗i = 0, S∗ =
1

b

(
ch

1 + h
− µ

)

Notice that whenever the DFE is feasible (S∗ > 0) then the extinction equilibrium (0, 0, 0)

of the equivalent model (S1.3) is unstable.

The Jacobian matrix of the model (S1.2) evaluated at the DFE has three eigenvalues.

One is −
(
ch
1+h − µ

)
which is always negative. The other two, denoted by e1 and e2, have

the following sum and product

e1 + e2 =
1

b(1 + h)
{λ[ch− µ(h+ 1)] + bch(rξ − 2)− 2αb(1 + h)}

e1e2 =
1

b(1 + h)2
(λM +N)

where

M =
1

2
[ch− µ(h+ 1)][(crξq − 2c− 2α)h− 2α]

N = −b[(crξ − c− α)h− α][ch+ α(1 + h)]
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The condition e1 + e2 < 0 implies

λ

b
<

2α(1 + h) + ch(2− rξ)
ch− µ(h+ 1)

(S1.5)

This condition requires its right side to be positive which is always true for ξ < 1, since

r ≤ 2. This allows us to rewrite the condition e1e2 > 0 as

λ

b
<

2[(c− crξ + α)h+ α][ch+ α(1 + h)]

[ch− µ(h+ 1)][ch(2− rξq) + 2α(1 + h)]
(S1.6)

One can show that the right side of (S1.6) is smaller than the right side of (S1.5).

Therefore, combining these two inequalities, we obtain the following necessary and sufficient

condition for stability of the DFE:

λ

b
<

2[(c− crξ + α)h+ α][ch+ α(1 + h)]

[ch− µ(h+ 1)][ch(2− rξq) + 2α(1 + h)]

Appendix S1.3 The special case ξ = q = 1 and λ = α = 0

For the special case of ξ = q = 1 and λ = α = 0, which corresponds to a fully efficient MK

bacterium transmitted purely vertically with 100% efficacy, the model (S1.2) simplifies to

(note that r = 1 + γ in this case):

dS

dt
=

2c

(Fu + Fi)/h+Mu +Mi

(
S

2
+Mi

)
S

2
− (µ+ bP )S

dFi
dt

=
c(1 + γ)

(Fu + Fi)/h+Mu +Mi
Fi

(
S

2
+Mi

)
− (µ+ bP )Fi

dMi

dt
= −(µ+ bP )Mi

(S1.7)

We show that in this case the host population always goes extinct. First notice that
dMi

dt
<

−µMi which implies that Mi approaches zero density. Assuming that the infected male

population has gone extinct the dynamics is given by the following planar system:

dS

dt
=

c

(S/2 + Fi)/h+ S/2

S2

2
− (µ+ bP )S

dFi
dt

=
c(1 + γ)

(S/2 + Fi)/h+ S/2
Fi
S

2
− (µ+ bP )Fi

(S1.8)
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Figure S 1: Existence and stability of host extinction equilibria for λ = 0.1. Grey colour =
no extinction equilibrium, white colour = one unstable extinction equilibrium. Parameters:
(A) h = 1, γ = 0.5, (B) ξ = 0.8, h = 1, (C) h = 0.52, γ = 0.5, (D) ξ = 0.68, h = 0.52.
Common parameters: a2 = 0.5, all other parameters are given in Table S 1.

This is equivalent to the following system defined in terms of the variables x = S
S+Fi

and

P = S + Fi:
dx

dt
= chγ

x(1− x)2

1 + h+ x(1− h)

dP

dt
=

[
ch

(1− x)(1 + γx)

1 + h+ x(1− h)
− (µ+ bP )

]
P

(S1.9)

Since the first equation is independent of P we can analyse it separately. It is easy to see

that
dx

dt
≥ 0 in the feasible invariant domain 0 ≤ x ≤ 1 and that the only equilibria for x

are 0 and 1. Since x is an increasing function of time it follows that x(t) has to approach 1.

Using this limit, we have that

lim
t→∞

1

P

dP

dt
< −µ < 0

which shows that P (t) approaches zero density, that is, that the host population goes extinct.
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Figure S 2: Existence and stability of host extinction equilibria for λ = 0.5. Grey colour
= no extinction equilibrium, white colour = one unstable extinction equilibrium, magenta
colour = two extinction equilibria, both unstable. Parameters: (A) h = 1, γ = 0.5, (B)
ξ = 0.8, h = 1, (C) h = 0.52, γ = 0.5, (D) ξ = 0.68, h = 0.52. Common parameters:
a2 = 0.5, all other parameters are given in Table S 1.

Appendix S2 Essential components of the model (1)

The model (1) in the main text contains several essential components which we at large

discuss here.

Appendix S2.1 Benefit from male-killing

Early male-killing (MK) incurs a cost on the infected hosts in the form of reduced fecundity

of infected females, but at the same time confers a benefit to the surviving host offspring

in terms of decreased competition between them. The benefit comes either from the freed

resources that would otherwise go to the dead males and are now redistributed to the surviv-

ing offspring, or through consumption of the dead male eggs [1–3]. As a result, more females

capable of spreading the male-killer survive in the clutch. Given the vertical transmission

(VT) efficacy ξ, positive relationship between the fitness benefit r allocated to the surviving
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offspring and the MK efficacy q can be expressed as [1, 4]

r = 1 + γ
qξ/2

1− qξ/2
(S2.1)

where 0 ≤ γ ≤ 1 is the fraction of freed resources that can be redistributed among the

surviving offspring (further referred to as the “fitness compensation parameter”). Note that

the freed resources are not available just to the infected female offspring, but also to the

surviving infected male offspring as well as to the uninfected progeny. Also, the benefit

conferred by MK adds only through fecundity.

Appendix S2.2 Trade-offs

To investigate the evolution of MK in an originally virulent non-MK parasite that is trans-

mitted both vertically and horizontally, we assume that the parasite-induced host mortality

α (further referred to as virulence), the horizontal transmission (HT) rate λ and the VT

efficacy ξ are all affected by the parasite’s “exploitation strategy” of the host, a pleiotropic

trait ε > 0. The variable ε is a dummy variable rather than a trait with any direct bio-

logical interpretation [5, 6]. For simplicity, we let the virulence to be proportional to the

exploitation strategy,

α(ε) = aαε, aα > 0 (S2.2)

reflecting that increased exploitation of the host by the parasite is accompanied by an

increased harm to the host. The rate of HT is assumed to increase with the parasite’s

exploitation strategy as

λ(ε) = λmin + (λmax − λmin)εa2 (S2.3)

The parameters 0 ≤ λmin < λmax are, respectively, the minimum and maximum rates of HT

set by any phylogenetic constraint and a2 > 0 is a constant controlling the shape of (S2.3).

Finally, we assume the VT efficacy to decrease with increasing exploitation strategy as

ξ(ε) = ξmin + (ξmax − ξmin)(1− (εa2)z)1/z (S2.4)

Here, 0 ≤ ξmin < ξmax ≤ 1 are, respectively, the minimum and maximum VT efficacies. The

parameter z > 0 can be viewed to express a cost of VT in the sense of how much the HT

rate can increase when small if the VT efficacy drops by a value. With this interpretation,

we will refer to an increase in the parameter z as to a decrease in the cost of VT (z < 1,

cheap VT), and a decrease in z as an increase in the cost of VT (z > 1, costly VT).

To avoid following the dummy variable ε, we combine (S2.2) and (S2.3) together to obtain
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a trade-off between the parasite virulence α and HT rate λ as

α(λ) =

(
λ− λmin

a1

)1/a2

(S2.5)

where a1 = (λmax − λmin)/aa2α . Note that α is a convex (or concave) function of λ for

0 < a2 < 1 (or a2 > 1). Similarly, by combining (S2.3) and (S2.4) we obtain a trade-off

between the VT efficacy ξ and HT rate λ as

ξ(λ) = ξmin + (ξmax − ξmin)

(
1−

(
λ− λmin

λmax − λmin

)z)1/z

(S2.6)

Similarly, ξ is a convex (or concave) function of λ for z < 1 (or z > 1). A trade-off between

vertical and horizontal modes of transmission has long been hypothesized [7, 8], modelled

[9–11], and later also found to exist in plant parasites [12, 13] and plasmids [14, 15].

Appendix S2.3 Mating function

The mating system of a species is largely shaped by the number of males and females willing

to mate at any given time [16]. In this regard, it has been hypothesized that sex ratio

distorters, such as MK bacteria, may induce reproductive evolution of their hosts, including

sex-role reversal [17–19]. Charlat et al. [19] also reported that an increasing female bias in

the host population caused by a MK Wolbachia strain might lead to an increase in female

mating frequency until the diminishing male sperm resources would become limiting at

extreme female biases.

Here, we explore the opposite direction: we assume a mating system to be established

and let the male-killer adapt to it. Since we do not consider an agent-based model explicitly

accounting for harems or mating dominance in individual males and females, we address

this issue phenomenologically. To account for a wide range of mating systems, we consider a

frequently used and empirically supported harmonic mean function as a description of pair

bonding rate [20–23]. This function depends on the densities of females (F ) and males (M),

M(F,M) = 2c
FM

F/h+M
(S2.7)

where c is the per-mating number of offspring (birth rate). The mating system is controlled

by the parameter h; h < 1 corresponds to polyandry, h = 1 corresponds to monogamy, and

h > 1 corresponds to polygyny [20]. Indeed, with polygyny, each male can mate with up

to h females, so there are effectively h times more males available for females than in the

case of monogamy and the mating rate is cF (hM)/((F + hM)/2) = cFM/((F/h+M)/2).
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With polyandry, each female can mate with up to k males, so there are effectively k times

less males available for females than in the case of monogamy. The mating rate is then

cF (M/k)/((F + M/k)/2) = cFM/((kF + M)/2). If we set h = 1/k, we get a common

mating rate cFM/((F/h+M)/2).

Appendix S3 Male-killing in purely vertically transmit-

ted bacteria

Here, we consider a bacterium that is transmitted purely vertically. A strain with the

male-killing efficacy q can invade the completely susceptible host population if its basic

reproduction number is greater than one,

R0(q) = ξr(q) > 1 (S3.1)

and dies out otherwise. Therefore, persistence of the male-killer depends only on the vertical

transmission efficacy ξ, fitness compensation parameter γ, and male-killing efficacy q. In

addition, the persistence condition (S3.1) says that if the bacterium is not beneficial to its

host (γ = 0) then male-killers cannot invade the host regardless of the vertical transmission

efficacy ξ and male-killing efficacy q.

The invasion analysis [24] yields the fitness proxy of a mutant q̂ in the environment

formed by a resident q as

f(q̂, q) =
r(q̂)

r(q)
− 1 (S3.2)

The mutant strain q̂ can invade the resident strain q if r(q̂) > r(q) which is satisfied once q̂ >

q. Therefore, strains with higher male-killing efficacy will keep invading and outcompeting

less efficient strains until they reach the full male-killing efficacy q = 1 (Fig. S 3A). Note, that

if a bacterium is to become a resident, it has to be viable, that is, it has to have R0(q) > 1

which is fulfilled once ξr(q) > 1 (see the condition (S3.1)). However, the bacterium is not

viable for all values of q if ξ < 1 (Fig. S 3A). This implies that highly efficient male-killers

cannot evolve from less efficient and thus non-viable strains. The full male-killing efficacy

q = 1 can be reached by gradual evolution only if the bacterium is transmitted vertically

with 100% efficacy (ξ = 1), which is unlikely to be the case of current male-killing bacteria

observed in nature. In particular, this would impose extinction of the host (see section

Appendix S1.3 in Appendix S1 for details).
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Figure S 3: When there is no horizontal transmission of the bacterium (λ = 0), and thus no
virulence (α = 0), then the only evolutionary endpoint is q = 1. (A) Pairwise invasibility
plot. Dark grey colour = positive invasion fitness, light grey colour = negative invasion
fitness, white colour = non-persistence of the male-killer. Parameters: ξ = 0.8, γ = 0.5. (B)
Region of the parameter space in which the bacterium is viable for at least some values of
q (green). All other parameters are given in Table S 1.

Appendix S4 Evolution of horizontal transmission rate

λ

We now calculate the invasion fitness proxy f(λ̂, λ) of a rare mutant possessing the strategy

λ̂ in the environment formed by a resident λ provided that the bacterium has not yet evolved

any male-killing property (thus q = 0). The resident-mutant dynamics are given as

dS

dt
=

2c

(S2 + Fi + F̂i)/h+ S
2 +Mi + M̂i

[(
S

2
+Mi + M̂i

)(
S

2
+ (1− ξ)(Fi + F̂i)

)]
−λ(Fi +Mi)S − λ̂(F̂i + M̂i)S − (µ+ bP )S

dFi
dt

= cξ
Fi

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(Fi +Mi)
S

2
− (µ+ bP )Fi − αFi

dMi

dt
= cξ

Fi

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(Fi +Mi)
S

2
− (µ+ bP )Mi − αMi

dF̂i
dt

= cξ
F̂i

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ̂(F̂i + M̂i)
S

2
− (µ+ bP )F̂i − α̂F̂i

dM̂i

dt
= cξ

F̂i

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ̂(F̂i + M̂i)
S

2
− (µ+ bP )M̂i − α̂M̂i

(S4.1)
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Here F̂i and M̂i denote densities of female and male hosts affected by a mutant male-killer,

respectively. The Jacobian matrix of the submodel corresponding to the last two equations

of the model (S4.1) is

Jmut =

 cξP ∗T + λ̂S
∗

2 − (µ+ bP ∗)− α̂ λ̂S
∗

2

cξP ∗T + λ̂S
∗

2 λ̂S
∗

2 − (µ+ bP ∗)− α̂

 (S4.2)

with P ∗T = (S
∗

2 +M∗i )/[(S
∗

2 + F ∗i )/h+ S∗

2 +M∗i ] where P ∗ = S∗ + F ∗i +M∗i .

Using the Next-Generation-Theorem (NGT) to calculate the largest eigenvalue of Jmut

we decompose the matrix (S4.2) such that Jmut = F − V where F is the matrix of all

terms representing creation of new infected individuals (birth rates and transitions from the

uninfected class to the infected class) and V is the matrix of all terms representing removal

of individuals (death rates) [24]. Therefore, we have

F =

 cξP ∗T + λ̂S
∗

2 λ̂S
∗

2

cξP ∗T + λ̂S
∗

2 λ̂S
∗

2

 (S4.3)

and

V =

 µ+ bP ∗ + α̂ 0

0 µ+ bP ∗ + α̂

 (S4.4)

According to the NGT, the mutant’s invasion fitness proxy is equal to

f(λ̂, λ) = ρ(FV −1)− 1 =
cξP ∗T + λ̂S∗

µ+ bP ∗ + α̂
− 1 (S4.5)

where ρ(FV −1) is the spectral radius (the maximum absolute value of all eigenvalues) of

the matrix FV −1 [24].

If the mutant does not die out due to stochastic effects in the early phase of invasion,

it spreads and eventually replaces the resident to become a new resident. This process of

gradual trait substitutions proceeds in the direction of the selection gradient (the HT rate

increases if the selection gradient is positive and declines if it is negative)

∂f(λ̂, λ)

∂λ̂

∣∣∣∣
λ̂=λ

(S4.6)

until it vanishes at an evolutionary singularity λ∗:

∂f(λ̂, λ)

∂λ̂

∣∣∣∣
λ̂=λ=λ∗

= 0 (S4.7)
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By definition, the invasion fitness (S4.5) is zero once λ̂ = λ. Using this assumption, the zero

selection gradient at the singularity λ∗ is equivalent to the condition

S∗(λ∗)− α′(λ∗)
µ+ bP ∗(λ∗) + α(λ∗)

= 0 (S4.8)

where α′(λ∗) is the derivative of the trade-off (4) in the main text with respect to the mutant

strategy λ̂ evaluated at the singular point λ∗. The equality (S4.8) is satisfied when

S∗(λ∗) = α′(λ∗) (S4.9)

In order to determine whether such a singularity is a stable endpoint of the evolution, the

conditions for evolutionary and convergent stability must be fulfilled [25]. Evolutionary sta-

bility ensures resistance of the resident strategy against invasions of neighbouring mutants,

and due to convergent stability the evolutionary singularity is reachable by small subsequent

mutational steps. A straightforward calculation shows that the evolutionary singularity λ∗

is always evolutionary stable

∂2f(λ̂, λ)

∂λ̂2

∣∣∣∣
λ̂=λ=λ∗

= − α′′(λ∗)

µ+ bP ∗(λ∗) + α(λ∗)
< 0 (S4.10)

since the second derivative α′′(λ∗) of the trade-off (4) in the main text with respect to the

mutant trait λ̂ is always positive. Convergent stability is determined by the condition

∂2f(λ̂, λ)

∂λ̂2
+
∂2f(λ̂, λ)

∂λ̂∂λ

∣∣∣∣
λ̂=λ=λ∗

=
−α′′(λ∗) + S∗′(λ∗)

µ+ bP ∗(λ∗) + α(λ∗)
< 0 (S4.11)

where S∗′(λ∗) is the derivative of the equilibrium S∗ with respect to the resident trait λ

evaluated at the singularity λ∗. Once α′′(λ∗) > S∗′(λ∗), the singularity is also convergent

stable.
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Appendix S5 Evolution of male-killing efficacy q

Alternatively, we now assume the male-killing efficacy q to be the evolution-undergoing life

history trait. Then, the resident-mutant dynamics are as follows:

dS

dt
=

2c

(S2 + Fi + F̂i)/h+ S
2 +Mi + M̂i

[(
S

2
+Mi + M̂i

)(
S

2
+ (1− ξ)(r(q)Fi + r(q̂)F̂i)

)]
−λ(Fi +Mi + F̂i + M̂i)S − (µ+ bP )S

dFi
dt

= cr(q)ξ
Fi

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(Fi +Mi)
S

2
− (µ+ bP )Fi − αFi

dMi

dt
= cr(q)ξ(1− q)

Fi

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(Fi +Mi)
S

2
− (µ+ bP )Mi − αMi

dF̂i
dt

= cr(q̂)ξ
F̂i

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(F̂i + M̂i)
S

2
− (µ+ bP )F̂i − αF̂i

dM̂i

dt
= cr(q̂)ξ(1− q̂)

F̂i

(
S
2 +Mi + M̂i

)
(S2 + Fi + F̂i)/h+ S

2 +Mi + M̂i

+ λ(F̂i + M̂i)
S

2
− (µ+ bP )M̂i − αM̂i

(S5.1)

Again, F̂i and M̂i denote densities of female and male hosts affected by mutant male-killers,

respectively. Calculation of the invasion fitness proxy f(q̂, q) of a rare mutant q̂ which invades

the resident population q at its ecological equilibrium (S, Fi,Mi, F̂i, M̂i) = (S∗, F ∗i ,M
∗
i , 0, 0)

is again based on the sub-matrix Jmut of the Jacobian matrix of the model (S5.1), given as

Jmut =

 cr̂ξP ∗T + λS
∗

2 − (µ+ bP ∗)− α λS
∗

2

cr̂(1− q̂)ξP ∗T + λS
∗

2 λS
∗

2 − (µ+ bP ∗)− α

 (S5.2)

with the same notation as in Appendix S4.

Again, we decompose the matrix (S5.2) such that Jmut = F − V where F is the matrix

of all terms representing creation of new infected individuals (birth rates and transitions

from the uninfected class to the infected class) and V is the matrix of all terms representing

removal of individuals (death rates) [24]. Therefore, we have

F =

 cr̂ξP ∗T + λS
∗

2 λS
∗

2

cr̂ξ(1− q̂)P ∗T + λS
∗

2 λS
∗

2

 (S5.3)
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and

V =

 µ+ bP ∗ + α 0

0 µ+ bP ∗ + α

 (S5.4)

Obviously, the matrix FV −1 is as follows:

FV −1 =

 cr̂ξP∗
T+λS∗

2

µ+bP∗+α

λS∗
2

µ+bP∗+α

cr̂ξ(1−q̂)P∗
T+λS∗

2

µ+bP∗+α

λS∗
2

µ+bP∗+α

 (S5.5)

At the resident’s endemic equilibrium, the equation for Fi of the model (S1.2) implies

crξF ∗i P
∗
T + λ

S∗

2
(F ∗i +M∗i )− (µ+ bP ∗ + α)F ∗i = 0 (S5.6)

which leads to

1

µ+ bP ∗ + α
=

1

crξP ∗T + λS
∗

2

(
1−

λS
∗

2

µ+ bP ∗ + α
· M

∗
i

F ∗i

)
(S5.7)

Similarly, the equation for Mi of the model (S1.2) implies

1

µ+ bP ∗ + α
=

1

crξ(1− q)P ∗T + λS
∗

2

(
M∗i
F ∗i
−

λS
∗

2

µ+ bP ∗ + α
· M

∗
i

F ∗i

)
(S5.8)

Plugging the term (S5.7) into the upper left element of the matrix FV −1 (S5.5), and the

term (S5.8) into the lower left element of the matrix FV −1 (S5.5), we get

FV −1 =


cr̂ξP∗

T+λS∗
2

crξP∗
T+λS∗

2

(
1− λS∗

2

µ+bP∗+α ·
M∗

i

F∗
i

)
λS∗

2

µ+bP∗+α

cr̂ξ(1−q̂)P∗
T+λS∗

2

crξ(1−q)P∗
T+λS∗

2

(
M∗

i

F∗
i
− λS∗

2

µ+bP∗+α ·
M∗

i

F∗
i

)
λS∗

2

µ+bP∗+α

 (S5.9)

The advantage of such a reformulation is that for q̂ = q the matrix FV −1 reduces to

FV −1|q̂=q =

 1− λS∗
2

µ+bP∗+α ·
M∗

i

F∗
i

λS∗
2

µ+bP∗+α

M∗
i

F∗
i
− λS∗

2

µ+bP∗+α ·
M∗

i

F∗
i

λS∗
2

µ+bP∗+α

 (S5.10)

It can be relatively easily derived analytically that the spectral radius of (S5.10) is equal to

1, so that f(q, q) = 0, as expected.

We use the NGT to estimate the invasion fitness proxy of an invading mutant strain by

calculating the dominant eigenvalue f(q̂, q) of the next generation matrix (S5.9), evaluated

at the resident endemic equilibrium [24]. And we again apply the techniques of adaptive

dynamics theory [25] to determine positivity of the invasion fitness f(q̂, q) of a rare mutant

strain q̂ in the resident environment q. We focus on finding an evolutionary singularity q∗
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corresponding to the zero fitness gradient

∂f(q̂, q)

∂q̂

∣∣∣∣
q̂=q=q∗

= 0 (S5.11)

Our model yields three evolutionary endpoints – attracting lower bound q = 0, attracting

upper bound q = 1, and a branching point which is evolutionary unstable,

∂2f(q̂, q)

∂q̂2

∣∣∣∣
q̂=q=q∗

> 0 (S5.12)

and convergent stable singularity,

∂2f(q̂, q)

∂q̂2
+
∂2f(q̂, q)

∂q̂∂q

∣∣∣∣
q̂=q=q∗

< 0 (S5.13)

Upon arrival at a branching point the evolving bacterium will become dimorphic. Two

phenotypically distinct strains will at least initially evolve away from the singularity and

apart from one another.

Appendix S6 Additional evolutionary results

Appendix S6.1 Evolution under density-dependent birth

We also tested robustness of the observed evolutionary results with respect to the type

of density dependence. Assuming density dependence acts on births rather than deaths,

we observe a substantial decrease in λ∗, because opportunities for HT decrease with re-

duced number of newly born susceptible individuals available to be infected by the parasite

(Fig. S 4A). However, the evolution of MK efficacy q stays virtually unaffected (Fig. S 4B-D).

Appendix S6.2 Evolution under concave trade-off α(λ) (S2.5)

For the sake of completeness, we investigated evolutionary behaviour of the model (S1.1)

also for a concave trade-off α(λ) (equation (S2.5) with a2 > 1). For low to intermediate ξ, λ∗

reaches its maximum possible value (Fig. S 5A) and MK does not evolve. For high enough

ξ, evolutionary branching in λ occurs, resulting in a stable coexistence of two parasites

transmitted horizontally at the maximum HT rate λmax and at the minimum rate λmin

(Fig. S 5B). MK then evolves only in a branch transmitted perfectly vertically (λ = λmin).

Sequential trait evolution is an accurate approximation of the simultaneous trait evolu-

tionary dynamics also for the case of a concave trade-off α(λ) (equation (S2.5) with a2 > 1).

For low ξ, MK does not evolve (Fig. S 5C). For high enough ξ, MK can evolve via evolution-
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Figure S 4: Sequential trait evolution when the VT efficacy ξ is fixed and density dependence
acts on the host birth rate. The types of evolutionary endpoints and the colour legend
are identical as in Fig. 1 in the main text. (C) An example of evolutionary branching.
Parameters: (B) γ = 0.5, (C) ξ = 0.6, γ = 0.72, λ∗ = 0.15, (C-D) h = 1. Common
parameters: b = 0, k = 1, a2 = 0.5. All other parameters are given in Table S 1.

ary branching (Fig. S 5D) following evolutionary branching in the HT rate λ. Two strains

(λ = λmin, q = 1) and (λ = λmax, q = 0) stably coexist.

Appendix S6.3 Sequential trait evolution when VT efficacy ξ and

HT rate λ are linked via trade-off (S2.6)

We now assume that the parasite is allowed to control the efficacy of its VT, i.e. that ξ and λ

are linked via the trade-off (S2.6) (Fig. S 6A). If VT is quite costly (0 < z << 1), we observe

evolution towards an attractor λ∗ (and thus low VT) (Fig. S 6B). If VT is only moderately

costly (0 << z < 1), evolutionary branching in λ occurs with one strain being transmitted

at the minimum HT rate λmin (and thus the maximum VT efficacy ξmax) and the other with

a low HT rate (and thus a high VT efficacy) (Fig. S 6C). Finally, if VT is cheap (z > 1), the

parasite settles near its minimum HT rate (and thus almost perfect VT) (Fig. S 6D). Here,

we again observe evolution towards high rates of HT in polygynous mating systems (results

not shown ). The MK ability does not evolve for convex trade-offs (S2.6) and costly VT

(i.e. 0 < z << 1, Fig. S 6E). On the contrary, an almost fully efficient male-killer evolves if

the trade-off (S2.6) is either slightly convex and VT is moderately costly (i.e. 0 << z < 1,
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Figure S 5: Trait evolution for the concave trade-off α(λ) (equation (4) in the main text).
(A) An attracting upper bound λmax (pure green) or a branching point as an evolutionary
outcome for λ∗. (B) An example of evolutionary branching in λ and subsequent evolution
of male-killing efficacy q in both branches. (C)-(D) An example of a simultaneous evolution
of λ and q. Parameters: (B) ξ = 0.8, (C) ξ = 0.3, (D) ξ = 0.8, (C-D) λmin = 0, λmax = 2.
Common parameters: γ = 0.5, h = 1, a2 = 2. All other parameters are given in Table S 1.

Fig. S 6F) or the trade-off (S2.6) is concave and VT is cheap (z > 1, Fig. S 6G).
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Figure S 6: Sequential trait evolution when VT efficacy ξ and HT rate λ are linked via trade-
off (S2.6). (A) Evolutionary endpoints λ for h = 1 as they vary along the trade-off ((S2.6))
with convexity parameter z. (B) Evolutionary attractor λ∗, for z = 0.6. (C) Subsequent
evolution of MK at λ∗, for z = 0.6; the parasite does not evolve any MK ability and settles
at q∗ = 0. (D) Evolutionary branching in a singularity λ∗, for z = 0.9. (E) Subsequent
evolution of MK in a surviving branch λ∗ = 0, for z = 0.9; the second branch with λ∗ > 0
dies out once the parasite stars evolving the MK. The parasite evolves almost full MK ability
with q∗ = 0.99. (F) Evolutionary attracting lower bound λmin = 0 maintains itself due to
the presence of a parasite with a slightly higher HT rate λ∗ = 0.02; z = 1.2. (G) Subsequent
evolution of MK for λ∗ = 0.02, for z = 1.2; the parasite with λ = λmin dies out once MK
starts evolving in both strains. The parasite evolves almost full MK ability with q∗ = 0.99.
Common parameters: λmin = 0, λmax = 2, ξmin = 0 , ξmax = 1, γ = 0.5, h = 1, a2 = 0.5.
All other parameters are given in Table S 1.

Appendix S7 Simulation model for simultaneous trait

evolution

Here we describe how we numerically simulated simultaneous evolution of two bacterial

traits, the horizontal transmission rate λ and the male-killing efficacy q. We discretized

the range [0, 1] for q into 25 values (initial value 0, step 0.04, final value 1) and the range

[λmin, λmax] for λ also into 25 values (initial value λmin, step (λmax − λmin)/25, final value

λmax), thus considering (25)2 = 625 possible bacterium phenotypes that may occur during
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evolution. The core model of the simulations is thus a system of 2(25)2 + 1 = 1251 ordinary

differential equations; one equation for susceptible individuals, and one equation for infected

females and one equation for infected males for each phenotype. This system of equations

is actually a combination of models (S4.1) and (S5.1).

The evolutionary simulation proceeds as follows. We start with a single phenotype;

a positive initial density is assigned to this phenotype, while initial densities of all the

other phenotypes are set to zero. We then run the core model for a fixed amount of time,

here set to 300. This particular time span, found by running many diverse simulations,

appears sufficiently long for the ecological dynamics of the population to settle at a stable

equilibrium. In line with the assumptions of adaptive dynamics theory, we split the ecological

and evolutionary time-scales and let the ecological dynamics stabilize before any new mutant

appears in the population. The ecological time span, together with mutations at its end (see

below), form one evolutionary step. After the ecological dynamics stabilize and before any

new mutations occur, bacterial strains whose density falls below a critical value (here set to

10−10) are presumed extinct and their density is set to zero.

Next, we choose a persistent strain, based on relative densities of all persistent strains,

to generate a mutant. The mutant has a trait neighbouring to the strain chosen; with

equal probability we take the neighbouring left value or the neighbouring right value from

our ordered list of 25 discrete values. If the mutant value does not exist (e.g. if we are

expected to take the closest left value for q of the strain with zero male-killing efficacy), no

mutation in the respective trait occurs at that moment. Any mutant strain is initiated at a

low density, which is subtracted from the density of its parent strain. Mutations in q and λ

occur independently, so that one strain is selected for mutation in q and one (which may by

chance be the same as the first one) for mutation in λ. Simulation is run for a given number

of evolutionary steps, until an evolutionary endpoint is attained.

Since we choose just two strains to mutate at the end of each evolutionary step, mutations

are independent of the number or density of infected hosts. Again, this is assumed to fit

the assumptions of adaptive dynamics theory, by splitting the ecological and evolutionary

time-scales. On the other hand, we also conducted simulations with both shorter and longer

evolutionary steps than 300 time units. This corresponded to faster and slower mutation

rates, respectively. However, the resulting evolutionary trees stayed always qualitatively the

same. Our results thus do not seem to depend on whether mutations are dependent on or

independent of the number or density of infected hosts.

Numerical simulations were run in Matlab (The MathWorks, Inc., release R2009b). To

solve the system of 2(25)2+1 = 1251 ordinary differential equations in a reasonable time, we
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used the sundialsTB package (computation.llnl.gov/casc/sundials) with the Adams method.

The full simulation code is available upon request from the authors.
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List of tables

Parameter Meaning Value
q Probability of male-killing during embryogenesis varies
r Fitness enhancement factor due to male-killing varies
λ Horizontal transmission rate of the bacterium varies
λmin Minimal horizontal transmission rate of the bacterium varies
λmax Maximal horizontal transmission rate of the bacterium varies
α Disease-induced mortality rate (virulence) varies
c Per-mating number of offspring (birth rate) 3
µ Intrinsic per capita mortality rate 0.1
b Strength of density dependence in the mortality rate 0.1
ξ Vertical transmission efficacy of the bacterium varies
ξmin Minimal vertical transmission efficacy of the bacterium varies
ξmax Maximal vertical transmission efficacy of the bacterium varies
h Constant that determines the type of mating system varies
γ Constant that determines shape of the trade-off (S2.1) varies
a1 Constant that determines shape of the trade-off (S2.3) 1
a2 Constant that determines shape of the trade-off (S2.3) 0.5 or 2
k Strength of density dependence in the birth rate 0 or 1

Table S 1: Parameters used in the model (1).
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pairs / offspring Fi Fu Mi Mu

FiMu r∗ ξ2 r 1−ξ
2 (1− q)r ξ2 r 1−ξ

2

FiMi r ξ2 r 1−ξ
2 (1− q)r ξ2 r 1−ξ

2
FuMu − 1/2 − 1/2
FuMi − 1/2 − 1/2
∗ An infected offspring that comes from an infected

female benefits from enhanced survival represented
by the factor r. See Table 1 in the main text for
meaning of the other parameters.

Table S 2: Probability that a pair produces either infected or uninfected female/male off-
spring.
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