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ABSTRACT Eukaryotes express three or more multisubunit nuclear RNA polymerases (Pols) referred to as Pols I, II, and III,
each of which synthesizes a specific subset of RNAs. Consistent with the diversity of their target genes, eukaryotic cells have
evolved divergent cohorts of transcription factors and enzymatic properties for each RNA polymerase system. Over the years,
many trans-acting factors that orchestrate transcription by the individual Pols have been described; however, little effort has
been devoted to characterizing the molecular mechanisms of Pol I activity. To begin to address this gap in our understanding
of eukaryotic gene expression, here we establish transient-state kinetic approaches to characterize the nucleotide incorporation
mechanism of Pol I. We collected time courses for single turnover nucleotide incorporation reactions over a range of substrate
ATP concentrations that provide information on both Pol I’s nucleotide addition and nuclease activities. The data were analyzed
by model-independent and model-dependent approaches, resulting in, to our knowledge, the first minimal model for the nucle-
otide addition pathway for Pol I. Using a grid searching approach we provide rigorous bounds on estimated values of the indi-
vidual elementary rate constants within the proposed model. This work reports the most detailed analysis of Pol I mechanism to
date. Furthermore, in addition to their use in transient state kinetic analyses, the computational approaches applied here are
broadly applicable to global optimization problems.
INTRODUCTION
Eukaryotic cells express at least three multisubunit nuclear
RNA polymerases referred to as Pols I, II, and III. These
enzymes are composed of 14, 12, and 17 subunits, respec-
tively. Nuclear RNA synthesis is divided between the Pols
with Pol I being responsible for production of the majority
of the ribosomal RNA, Pol II being responsible for the
production of messenger RNA and many small RNAs, and
Pol III being responsible for production of transfer RNAs
and the smallest ribosomal RNA.

RNA expression is the first critical step in gene expres-
sion, thus understanding the enzymatic features and regula-
tory pathways that control polymerase function is critical for
establishing a thorough understanding of cell biology.
Although the three nuclear RNA polymerases share consid-
erable homology, we and others have recently demonstrated
critical structural and/or functional differences between Pols
I and II (1,2). Thus, to develop a detailed understanding of
eukaryotic gene expression, genetic, biochemical, and bio-
physical studies focused on each of the three Pols must be
conducted. To date, mechanistic studies of multisubunit
RNA polymerase transcription have focused on prokaryotic
RNA polymerases or eukaryotic RNA polymerase II. This
study uses transient-state kinetic approaches to probe the
mechanism of transcription by Pol I.
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Although Pol I transcribes a single target gene, it is
responsible for the majority of RNA synthesis in the nu-
cleus (3). Ribosome biosynthesis, and by association Pol I
transcription, are tightly linked to cell proliferation and
this link has recently gained attention from the chemother-
apeutic field (4). Indeed, a small number of inhibitors that
potentially target Pol I activity have been identified (5).
However, the molecular mechanisms of inhibition by any
of these compounds are unknown.

Due to its central role in cell growth and its potential as
a chemotherapeutic target, there is a need to understand
mechanistic details of transcription by Pol I. The aim of
this study was to determine a minimal kinetic model that de-
scribes the nucleotide addition cycle of Pol I. Such a model
provides quantitative estimates of elementary rate constants
governing the nucleotide addition cycle, ultimately yielding
insight into the evolutionary forces that have given rise to
the partitioning of eukaryotic transcriptional responsibilities
among three or more polymerases.

To develop this kinetic model, we used a transient state
kinetic approach to monitor single nucleotide addition
and nuclease reactions catalyzed by Pol I. We developed
and applied, to our knowledge, a novel optimization
method that enabled us to fit our data to a single model
describing the Pol I nucleotide addition and nuclease
cycles. Confidence intervals for each estimated elementary
rate constant were calculated using a rigorous grid search-
based approach. To our knowledge, this is the first study of
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its kind for Pol I and represents the first set of quantitative
mechanistic data concerning this important enzyme. In
addition, the computational strategies developed in this
work can be broadly applied to diverse transient-state ki-
netic data sets, and more generally, to global optimization
problems in which many parameters are being simulta-
neously determined.
MATERIALS AND METHODS

Buffers

Buffers were prepared using water that was twice deionized and filtered

using a Millipore ultrafiltration system (Billerica, MA) (R R 18 MU)

and reagent grade chemicals. A list of all buffers is available in the Support-

ing Materials and Methods.
Proteins

Pol I was purified according to Appling and Schneider (6). Pol I is stored in

a storage buffer at �20�C.
Heparin and bovine serum albumin preparation

Heparin and BSAwere dialyzed extensively before use. A detailed descrip-

tion of heparin and BSA preparation is available in the Supporting Mate-

rials and Methods.
Nucleic acids

All nucleic acids were commercially synthesized by Integrated DNATech-

nologies (Coralville, IA). All nucleic acids were purified and dialyzed

before use. A detailed description of nucleic acid preparation is available

in the Supporting Materials and Methods.

All data presented here were collected using elongation complexes (ECs)

assembled with the following nucleic acid sequences:

RNA(50-AUCGAGAGG)
DNA template strand (DNA-t) (50 ACCAGCAGGCCGATTGGGATGG

GTATTCCCTCCTGCCTCTCGATGGCTGTAAGTATCCTATAGG)

DNA nontemplate strand (DNA-nt) (50 CCTATAGGATACTTACAGC
CATCGAGAGGCAGGAGGGAATACCCATCCCAATCGGCCTGC

TGGT).
EC assembly

ECs were assembled in a stepwise manner from purified protein and nucleic

acid components. The EC assembly protocol can be found in the Supporting

Materials and Methods.
ATP substrates

ATP substrates were dialyzed before use. Preparation of ATP substrates is

described in the Supporting Materials and Methods.
Quenched flow time courses

Nucleotide incorporation time courses were collected using a chemical

quenched flow instrument. The chemical quenched flow conditions and pro-

tocol are described in the main text and in the Supporting Material.
Nucleotide addition reaction electrophoresis

Reactant and product RNAs were separated by high resolution denaturing

polyacrylamide gel electrophoresis (PAGE). A description of PAGE condi-

tions is available in the Supporting Materials and Methods.
Data analysis

Data analysis was performed using MATLAB (The MathWorks, Natick,

MA) and KaleidaGraph (Synergy Software, Reading, PA). Matrix manipu-

lations were performed in MATLAB. Optimization of the parameters

shown in Schemes 1 and 2 was accomplished using a custom-built genetic

algorithm. A detailed description of all data analyses is available in the Sup-

porting Materials and Methods.
RESULTS

Single turnover nucleotide addition reactions

The transcription cycle can be divided into three phases:
initiation, elongation, and termination (Fig. 1 A). The elon-
gation phase is composed of a repetition of the nucleotide
addition cycle. At a minimum the nucleotide addition cycle
must consist of nucleotide binding, phosphodiester bond
formation, pyrophosphate release, and translocation as sche-
matized in Fig. 1 A. The goal of this work is to establish a
minimal kinetic mechanism describing a single round of
the Pol I nucleotide addition cycle.

The functional form of Pol I during the elongation phase of
transcription is referred to as the EC. The minimal compo-
nents of an EC are polymerase, template and nontemplate
DNA, and RNA. In this work we have reconstituted Pol I
ECs using the scaffold template approach, which involves
directly building ECs from purified protein and nucleic acid
components (7,8). To label RNA for visualization, once the
EC was assembled, we used the polymerase to incorporate a
single 32P-labeled CMP (cytosine monophosphate) into the
30-end of a 9 nucleotide RNA as depicted in Fig. 1 B. This
was accomplished by mixing the assembled EC with Mg2þ

and a-32P-CTP (cytosine triphosphate) (see Fig. 1 B and the
Supporting Materials and Methods). After 10 min, reactions
were stopped by mixing ECs with EDTA and an excess
(over radiolabeled CTP) of unlabeled CTP (Fig. 1 B). Chela-
tion of solution divalent cation by EDTA leaves Pol I revers-
ibly inactivated because divalent cation is required for both
Pol I nucleotide addition and nuclease activities (9,10).

A chemical quenched flow instrument was used, as sche-
matized, in Fig. 1 C to acquire time courses for single nucle-
otide extension from the radiolabeled RNA. Reactions were
initiated by rapidly mixing the radiolabeled Pol I ECs illus-
trated in Fig. 1 B with a solution containing ATP (adenosine
triphosphate), Mg2þ, and heparin. After rapid mixing of the
two reagents and a delay time, the reaction was stopped by
mixing with 1 M HCl. Nucleotide addition time courses
were reconstructed by varying the quenched flow delay
time between 0.005 and 10 s (see the Supporting Materials
and Methods).
Biophysical Journal 109(11) 2382–2393



FIGURE 1 Schematic representations of the

Pol I nucleotide addition cycle, EC-catalyzed RNA

labeling and the quenched flow setup used to collect

nucleotide addition time courses. (A) The tran-

scription cycle is composed of three distinct phases

corresponding to initiation, elongation, and termina-

tion. The elongation phase is composed of a repeti-

tion of the nucleotide addition cycle. The expanded

schematic represents the minimal steps that must

occur during the nucleotide addition cycle. These

steps include substrate NTP binding, phosphodiester

bond formation, pyrophosphate release, and translo-

cation. (Stars) NMPs; (diamond) NTPs; (triangle)

pyrophosphate. (B) ECs are formed using the scaf-

fold template approach. DNA template and nontem-

plate strands and hybridized RNA bound by oval

Pol I are illustrated. The expansion underneath

the schematized EC displays the sequence of the

30-end of the RNA and its cognate DNA template

sequence. To visualize RNA, the polymerase is

forced to incorporate a single labeled CMP into

the 30-end of the RNA. This labeling reaction is

accomplished by adding labeled CTP and Mg2þ.
(Stars) Labeled CTP and CMP; (black star) unla-

beled CTP. Mg2þ inside a box below ‘‘EDTA’’ de-

notes that solution Mg2þ has been chelated by

EDTA. (C) Chemical quenched flow setup used to collect nucleotide incorporation time courses. To initiate each reaction the contents of the left and right

syringes are rapidly mixed. (Dt) Line indicates that the reaction is allowed to proceed for a specified amount of time. After this specified reaction time the

reaction mixture is rapidly mixed with 1 M HCl (as indicated by the arrow labeled quench). (Disordered lines to the right of the quench arrow) Quenching

reaction inactivates and denatures the EC. The left syringe contains the EC mixture depicted at the bottom of (B). The right syringe contains ATP, Mg2þ, and
heparin. To see this figure in color, go online.
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Reactions collected in the quenched flow were subjected
to high resolution denaturing PAGE to separate reactants
and products. 32P-labeled RNA was visualized by phos-
phorimaging; a representative gel is shown in Fig. 2 A.
Five distinguishable 32P-labeled species corresponding to
10- and 11-mer RNA, CA, and GC dinucleotide RNA,
and unincorporated cytosine nucleotide were observed
on imaged gels (Fig. 2 A—unincorporated nucleotide was
cut off). The identities of these individual species were
confirmed by comparison to commercial standards and con-
trol reactions (see Fig. S1). Upon quantification we found
that [GC] does not exhibit time dependence during nucleo-
tide incorporation time courses (see Fig. S2). Visualization
of these RNA species enabled analysis of nucleotide addi-
tion and nuclease activities of Pol I.
Model-independent analysis of nucleotide
addition and nuclease reactions

Fig. 2, B and C, displays 11-mer and CA time courses,
respectively. The time courses were reconstructed from
quantification of the 11-mer and CA bands on the gel dis-
played in Fig. 2 A using Eq. S1 in the Supporting Materials
and Methods. The nucleotide addition reaction analyzed in
Fig. 2 was collected at 10 mM ATP.

Fig. 2 B shows that the fraction of RNA in the 11-mer
state increases between ~0 and 200 ms before decaying
slowly for the remainder of the time course (note log time-
Biophysical Journal 109(11) 2382–2393
scale). In contrast, Fig. 2 C shows that the fraction of CA
RNA rises in a single phase throughout the time course.
The quantifications in Fig. 2, B and C, indicate that the
fall of [11-mer] and the rise of [CA] occur over approxi-
mately the same timescale. The time courses in Fig. 2, B
and C, suggest that 11-mer is directly converted to labeled
CA and unlabeled 9-mer.

To quantify the time courses, we applied nonlinear least-
squares (NLLS) analysis. The time courses appear to be
exponential, thus the data were fit to a sum of exponential
terms (see Eq. S2). The experiments were performed three
times and each time course was subjected to NLLS analysis.
The three determinations of the parameters obtained from
this approach were averaged and the standard deviation
was determined.

The CA time course was adequately described by a single
exponential function while the 11-mer data required two
exponentials (solid red lines in Fig. 2, B andC, display repre-
sentative fits). The 11-mer time course yielded a fast and a
slow observed rate constant with values of (15 5 1) s�1

and (0.29 5 0.07) s�1, respectively, whereas CA accumu-
lated with a rate constant of (0.35 5 0.05) s�1.

If CA production is the result of cleavage of the 11-mer
then the rate constant for formation of CAwould be expected
to be the same as the rate constant for disappearance of the
11-mer. Consistently, the rate constant for the disappearance
of the 11-mer, (0.29 5 0.07) s�1, is within error of the
observed rate constant for CA formation (0.35 5 0.05) s�1.



FIGURE 2 AMP incorporation time course

collected at 10 mM substrate ATP. Representative

gel and quantifications of the gel. (A) Denaturing

PAGE separation of reactants and products from a

nucleotide addition time course. (Leftmost two

lanes) t ¼ 0 points. Quenched flow delay time in-

creases from left to right. The species in the gel

are labeled to the right of the gel. (B) Quantified

11-mer time course. (Circles) Fraction of RNA in

the 11-mer state as a function of time quantified ac-

cording to Eq. S1. (Solid traces) NLLS fit of the

data to Eq. S2 (j ¼ 2). (C) Quantified CA time

course. (Circles) Fraction of RNA in the CA state

as a function of time quantified according to Eq.

S1 . (Solid traces) NLLS fit of the data to Eq. S2

(j ¼ 1). To see this figure in color, go online.

FIGURE 3 Nucleotide addition time courses collected as a function of

[ATP] (A) 11-mer time courses collected as a function of [ATP]. (Circles)

Average value of three independent measurements quantified according to

Eq. S2.Uncertainty bars represent standarddeviationabout the average. (Solid

traces) GlobalWNLLSfit of the data to Scheme 2. Colors denoting [ATP] are

the same as those displayed in the legend shown in (B). (B) CA time courses

collected as a function of [ATP]. (Circles) Average value of three independent

measurements quantified according to Eq. S2. (Uncertainty bars) Standard

deviation about the average. (Solid traces) Global WNLLS fit of the data to

Scheme 2. (Inset legend) Experimental substrate [ATP].
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This observation indicates that these two rate constants
directly report on Pol I’s nuclease activity.

To obtain additional information about the nucleotide
addition mechanism and further probe the linkage between
11-mer decay and CA accumulation, the system must be
perturbed and the kinetic response(s) measured. Taking
into account the minimal steps that must occur during the
nucleotide addition cycle, Fig. 1 A, a simple way to perturb
the system is to vary the [ATP]. At sufficiently low ATP con-
centrations the ATP binding step will become rate limiting.
In contrast, at sufficiently high ATP concentrations, the time
courses will be independent of ATP concentration. Thus, the
behavior of the 11-mer and CA time courses as a function of
[ATP] will contain information about the nucleotide addi-
tion mechanism.

Fig. 3 A shows 11-mer time courses collected between
10 mM and 1 mM ATP. As described above and observed
in Fig. 2 B, all of the 11-mer time courses are biphasic.
As seen in Fig. 3 A, the two phases clearly respond differ-
ently to changing [ATP]. The rising phases of the 11-mer
time courses (first z100 ms) appear to accelerate as
[ATP] is increased (traces shift left in Fig. 3 A). In sharp
contrast, the decay phases of the 11-mer time courses virtu-
ally overlay indicating no dependence on [ATP].

Fig. 3 B shows the corresponding CA time courses
collected between 10 mM and 1 mM ATP. As described
above and observed in Fig. 2 C, [CA] rises continuously
throughout the time course. In contrast to the time courses
for 11-mer, the time courses for CA are invariant across
the experimental [ATP]. This observation indicates that
this reaction is independent of [ATP].

To quantify the effects of [ATP] on the 11-mer andCA time
courses, each time course was subjected to NLLS-weighted
nonlinear least-squares (WNLLS) analysis using a sum of
Biophysical Journal 109(11) 2382–2393
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exponential terms as described above for the 10 mMATP data
(Fig. 2,B andC) (see Eq. S2).WNLLS analysis of the 11-mer
time courses yielded two observed rate constants which are
plotted as a function of [ATP] in Fig. 4, A and B (circles). It
is clear from Fig. 4, A and B, that the two 11-mer observed
rate constants (11-mer kobs1 and 11-mer kobs2, respectively)
differ in both magnitude and response to [ATP]. Specifically,
11-mer kobs1 (Fig. 4 A) exhibits a hyperbolic dependence on
[ATP] whereas the 11-mer kobs2 (Fig. 4B) appears to be inde-
pendent of [ATP].

The 11-mer kobs1 versus [ATP] data were subjected to
weighted nonlinear least-squares (WNLLS) analysis using
the equation for a rectangular hyperbola given by Eq. S3.
The analysis yielded kmax ¼ (270 5 30) s�1, and K1/2 ¼
(170 5 30) mM. The 11-mer kobs2 versus [ATP] data in
Fig. 4 B were also subjected to WNLLS analysis to a con-
stant (see Eq. S4). From this analysis a constant correspond-
ing to 11-mer kobs2 ¼ (0.27 5 0.02) s�1 was determined.

CA time courses collected at each [ATP] were similarly
subjected to WNLLS analysis. As observed for the 10 mM
ATP data set (Fig. 2 C), CA time courses at each [ATP]
were adequately described by a single exponential function
(see Eq. S2 ). In Fig. 4 C, CA observed rate constants (CA
kobs) are plotted against [ATP]. As described above for
11-mer kobs2, CA kobs versus [ATP] data were fit to a con-
stant (see Eq. S4) to yield a value of (0.40 5 0.02) s�1.
Biophysical Journal 109(11) 2382–2393
The analysis described above leads to three conclusions:
1) The hyperbolic dependence of 11-mer kobs1 on [ATP] in-
dicates that ATP binding is best described as a rapid equilib-
rium process with respect to the step following ATP binding.
2) The lack of a lag in the 11-mer time courses at any [ATP]
along with the hyperbolic dependence of 11-mer kobs1 on
[ATP] indicate that the step reported on by 11-mer kobs1 is
directly linked to ATP binding (11). 3) The correspondence
between 11-mer kobs2 and CA kobs values and [ATP] inde-
pendence indicates that these two rate constants are report-
ing on the same process, most likely the nuclease activity
of Pol I.
Model-dependent analysis of single turnover
nucleotide addition and nuclease reactions

Scheme 1 of Fig. 5 shows the minimal steps that must be
present in the nucleotide addition reaction. In this scheme
ECn refers to EC with RNA of length n, PPi refers to py-
rophosphate, and CA refers to the dinucleotide fragment
liberated from the 30-end of the RNA. The system of
coupled ordinary differential equations (ODEs) defined
by Scheme 1 was numerically integrated to globally fit
11-mer and CA time courses collected at each [ATP] by
WNLLS analysis using a custom built genetic algorithm
(see the Supporting Materials and Methods). Fig. 6, A
FIGURE 4 kobs versus [ATP]. (A) 11-mer kobs1
plotted as a function of [ATP]. (Circles) Average

kobs value determined from analysis of three inde-

pendent time courses according to Eq. S2 (j ¼ 2).

(Uncertainty bars) Standard deviation about the

average. (Solid traces) WNLLS fit of the data to

Eq. S3. (B) 11-mer kobs2 plotted as a function of

[ATP]. (Circles) Average kobs value determined

from analysis of three independent time courses

according to Eq. S1 (j¼ 2). Uncertainty bars repre-

sent standard deviation about the average. (Solid

traces) WNLLS fit of the data to Eq. S4. (C) CA

kobs plotted as a function of [ATP]. (Circles)

Average kobs value determined from analysis of

three independent time courses according to Eq.

S2 (j ¼ 1). Uncertainty bars represent standard

deviation about the average. (Solid traces) WNLLS

fit of the data to Eq. S4. To see this figure in color,

go online.



FIGURE 5 Reaction schemes. (Scheme 1, top)

ECn, EC with RNA of length n; PPi, pyrophos-

phate; CA, dinucleotide fragment removed from

30-terminus of RNA. (Scheme 2, bottom) All spe-

cies are the same as in Scheme 1, with the excep-

tion of EC
�
10, which corresponds to a subset of

the EC10 population that is reversibly inactivated.
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and B, displays the 11-mer and CA time courses, respec-
tively, collected at each [ATP] (circles) overlaid with sim-
ulations produced from the best fit parameter values using
Scheme 1 (solid lines).

From inspection of Fig. 6, A and B, it is clear that there are
systematic deviations between the fit (solid lines) and data
(circles). The largest deviation occurs in the 11-mer time
courses between ~0.1 and 1 s (see Fig. 6 A). The best-fit
lines according to Scheme 1 predict 11-mer peak heights
that are consistently greater than those observed in the
experimental data (see Fig. 6 A residuals between 0.1 and
1 s). Specifically, Scheme 1 predicts 11-mer peak heights
z1 whereas the experimental data do not exhibit peak
heights above z0.75 (see light-blue solid line and circles
for comparison of fit and data at 1 mM ATP). The inability
of Scheme 1 to describe the data indicates that a step or steps
in addition to the minimal number of steps included in
Scheme 1 must be present in the Pol I nucleotide addition
mechanism. Furthermore, this step(s) must regulate the
peak height of the 11-mer.

In the nucleotide addition time courses that we have
collected, the 11-mer RNA species can be considered an in-
termediate and CA can be considered the reaction product.
The relative rates of influx and efflux through an intermedi-
ate in a reaction pathway regulates the peak height of the in-
termediate. As an example a generic three state system of
the form given by

A!k1B!k2 C (1)

can be used to explore how the relative magnitudes of flux

through an intermediate can regulate the peak height of
FIGURE 6 Global fit of Scheme 1. Simulations

of Eqs. 2 and 4. (A) Global WNLLS fit of 11-mer

time course to Scheme 1. (Circles) Experimental

data as described in Fig. 3 A. (Solid lines) Scheme

1 simulated at best-fit parameter values. k1 ¼ 1 �
108 s�1, k2 ¼ 5534 s�1, k3 ¼ 142.8 s�1, k4 ¼ 84.6

s�1, k5 ¼ 52.3 s�1, and k6 ¼ 0.43 s�1. (B) Global

WNLLS fit of CA time courses to Scheme 1. (Cir-

cles) Experimental data as described in Fig. 3 B.

(Solid lines) Scheme 1 simulated at best-fit param-

eter values listed in the description in (A). (C)

Evaluation of Eq. 2 at a range of k2/k1. Each trace

is labeled with its respective k2/k1 ratio. For each

evaluation, k1 ¼ 100 s�1. To generate solid lines,

k2 was set to the values {10,000, 1000, 200, 10,

1, 0.5, 0.1} s�1, to result in the k2/k1 ratio {100,

10, 2, 0.1, 0.01, 0.005, 0.001}, respectively. To

generate broken and dashed red lines, k2 was set

to the values {0.0955, 1.92} s�1 to result in the

k1/k2 ratios {0.00096, 0.019}, respectively. (D)

Evaluation of Eq. 4 at a range of k1/k3 ratios. For

each evaluation, k2 ¼ 100 s�1, k3 ¼ 1 s�1,

A(0)¼ 0.75, A*(0)¼ 0.25. To generate solid lines,

k1 was set to the values {50, 10, 2, 0.1, 0.01, 0.005,

0.001} s�1, to result in the k1/k3 ratios {50, 10, 2,

0.1, 0.01, 0.005, 0.001}, respectively. Note that

below a k1/k3 ratio of 0.1, all curves overlay.

Biophysical Journal 109(11) 2382–2393
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the intermediate. According to Eq. 1, [B](t) normalized to
the initial concentration of reactant ([A](0)) is given by

½B�ðtÞ
½A�ð0Þ ¼

0
BB@ 1

1� k2
k1

1
CCA�

e�k2t � e�k1t
�
: (2)

Inspection of Eq. 2 indicates that [B](t) is scaled by a factor
that is a function of the ratio of rate constants governing the
formation and decay of B. In addition to this scaling factor,
two time–dependent exponential terms of opposite sign
modulate both the height of the [B] peak and its position
with respect to the time axis.

Due to the time dependence of Eq. 2, simple inferences
involving the k2/k1 ratio regarding the peak height of B are
difficult to draw. However, Eq. 2 can be evaluated at a range
of k2/k1 ratios and the behavior of [B] peak heights moni-
tored. Fig. 6 C displays time courses simulated from Eq. 2
at seven k2/k1 ratios (100, 10, 2, 0.1, 0.01, 0.005, and
0.001, solid black lines) and plotted over the experimental
time range. In addition, Fig. 6 C displays Eq. 2 evaluated
at the k2/k1 ratios obtained from 11-mer time courses
collected at 1 mM and 10 mM ATP (11-mer kobs1/11-mer
kobs2 ratios) plotted as dotted and broken red lines, respec-
tively. From these simulations, it is clear that there is no
combination of experimental 11-mer influx and efflux rates
(11-mer kobs1 and 11-mer kobs2 values) that result in an
11-mer peak height below z1. In fact, an analysis of
Fig. 6 C indicates that a k2/k1 ratioz 0.1 is required to result
in a peak heightz 0.8. According to the 11-mer kobs2 values
plotted in Fig. 4 B, this ratio would correspond to an 11-mer
kobs1 value of z2–3 s�1. This value is much smaller than
any experimentally observed 11-mer kobs1 value (Fig. 4
A). In terms of the nucleotide addition mechanism these
analyses indicate that there is not a step that can follow
ATP binding that could modulate the 11-mer peak heights
while preserving the 11-mer influx and efflux rates (see
Fig. 4, A and B, for 11-mer flux rates reported as 11-mer
kobs1 and 11-mer kobs2).

The simplest model that preserves the 11-mer kobs1 and
11-mer kobs2 values while reducing the 11-mer peak heights
is one that includes an EC subpopulation that undergoes an
inactive to active transition. If this inactive to active transi-
tion were governed by a rate constant less than that govern-
ing CA production, the 11-mer peak heights would respond
to the fraction of the EC population in the active form when
the reaction begins. A model of this form can be approxi-
mated by the generic four state system given by

A�!k1 A!k2 B!k3 C (3)

where A* denotes the subpopulation that must undergo an
inactive to active transition. B[B](t) normalized to the initial
Biophysical Journal 109(11) 2382–2393
total [A] ([A*](0)þ[A](0)) can be obtained and takes the
form of Eq. 4, where A(0) and A*(0) denote the initial con-
centrations of active and inactive species, respectively:

BðtÞ
A�ð0Þ þ Að0Þ ¼ k2

�
A�ð0Þe�k1tk1

ðk1 � k2Þðk1 � k3Þ

þ e�k2tððAð0Þ þ A�ð0ÞÞk1 � Að0Þk2Þ
ð�k1 þ k2Þðk2 � k3Þ

þ e�k3tððAð0Þ þ A�ð0ÞÞk1 � Að0Þk3Þ
ð�k1 þ k3Þð�k2 þ k3Þ

�
:

(4)

Equation 4 demonstrates that the interplay of rate constants
that governs an intermediate’s peak height quickly grows in
complexity as a function of the number of steps in a reaction
pathway. In the limit that k1 approaches zero, Eq. 4 becomes

lim
k1/0

BðtÞ
A�ð0Þ þ Að0Þ ¼

�
Að0Þ

Að0Þ þ A�ð0Þ
� ð � e�k2t þ e�k3tÞk2

ðk2 � k3Þ :

(5)

Although this is the trivial case in which Eq. 3 collapses to
Eq. 1 with an inactive reactant population, this limit demon-
strates that as k1 becomes very small the entire function is
scaled by the fraction of reactant A in the active form. In
fact, inspection and rearrangement of Eq. 5 yields Eq. 6,
where fracactive is given by Eq. 7, below:

lim
k1/0

BðtÞ
A�ð0Þ þ Að0Þ ¼ fracactive

0
BB@ 1

1� k3
k2

1
CCA�� e�k2t þ e�k3t

�
;

(6)

Að0Þ

fracactive ¼

Að0Þ þ A�ð0Þ: (7)

Comparison between Eqs. 6 and 2 reveals that Eq. 6 is sim-
ply Eq. 2 scaled by a constant. This constant scaling factor is
the fraction of total reactant population in the active state at
t ¼ 0.

Fig. 6 D displays Eq. 4 evaluated at seven k1/k3 ratios
(50, 10, 2, 0.1, 0.01, 0.005, and 0.001) and plotted over
the experimental time range. Importantly, the scaling factor
given by Eq. 15 was fixed to 0.75 in all evaluations plotted in
Fig. 6 D. It is clear from Fig. 6 D that as the k1/k3 ratio de-
creases, the peak height quickly approaches that given by
Eq. 7 (note that below a k1/k3 ratio of 0.1 the curves overlay
giving the appearance that only four curves are plotted).
Fig. 6 D indicates that Eq. 4 approaches Eq. 6 before the
limit in Eq. 5 is achieved.

Scheme 2 places the inactive to active transition model
into the context of the nucleotide addition cycle. In Scheme



FIGURE 7 Eigenvalue decomposition of the ODEs describing Scheme 2.

(Solid lines) Negative eigenvalues evaluated at the best-fit parameter values

obtained from global WNLLS analysis of the 11-mer and CA time courses

according to Scheme 2 (red, �l1; blue, �l2; dark green, �l3; light green,

�l4). (Circles) Experimental kobs values (gray, 11-mer kobs1; blue, 11-mer

kobs2; orange, CA kobs). (Broken line) Upper limit of a rate constant detect-

able in our quenched flow instrument according to a dead time of 0.002 s.

To see this figure in color, go online.
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2 there are initially two EC10 populations before rapid mix-
ing with ATP to initiate single nucleotide addition; only one
of which is initially active. As described above for Scheme
1, the ODEs derived from Scheme 2 were numerically inte-
grated to globally fit all time course data. Fig. 3, A and B,
display 11-mer and CA time course data, respectively (cir-
cles) overlaid with simulations of Scheme 2 evaluated at
the parameter values obtained from the global fit (solid
lines, Table 1). There is clear agreement between the time
courses predicted by Scheme 2 and the experimental data.

To further test Scheme 2’s ability to describe our experi-
mental data we obtained the eigenvalues from the coeffi-
cient matrix of the system of ODEs describing Scheme 2.
These eigenvalues are functions describing the negative
observable rate constants that Scheme 2 would produce.
Scheme 2 gives rise to four unique nonzero observable
rate constant functions. These functions were evaluated at
the parameter values obtained from globally fitting 11-mer
and CA time courses at each [ATP] to Scheme 2 and are
plotted (solid lines) along with experimental kobs versus
[ATP] data (circles) in Fig. 7. Two of these observable
rate constants are functions of [ATP] whereas two are con-
stants. It is clear from Fig. 7 (see comparison to the recip-
rocal of a 2 ms quenched-flow dead time, broken line) that
only one of the [ATP]-dependent observable rate constants
would actually be observed under our experimental condi-
tions. This leaves three observable rate constant functions
that give rise to values detectable under our experimental
conditions. Two of these three observable rate constants
correspond well to experimental kobs versus [ATP] data
(Fig. 7).

Scheme 2 is clearly capable of describing both time
course data (Fig. 3, A and B) and kobs versus [ATP] data
(Fig. 7). Thus, we used Scheme 2 to provide estimates of
elementary rate constant values describing the nucleotide
addition cycle.
Assignment of parameter uncertainties

It is well established that c2 functions resulting from sys-
tems of equations derived from models such as Scheme 2
display correlated parameters (12,13). These correlations
TABLE 1 Scheme 2 fitted parameter values and parameter

value limits

Parameter Fitted Valuea Lower Bound Upper Bound

k1 l � 108 M�1 s�1 — —

k2 9800 s�1 8100 s�1 12,100 s�1

k3 180 s�1 160 s�1 220 s�1

k4 z0 s1 — —

k5 >300 s�1 300 s�1 —

k6 0.42 s�1 0.40 s�1 0.44 s�1

k7 0.04 s�1 0.01 s�1 0.07 s�1

[EC10]/[ECtotal] 0.77 0.74 0.79

ak1 and k4 values were not optimized in the fitting routine.
make optimization of the parameter values and calculation
of uncertainties on parameter values challenging. For
example, the on and off rate constants of a bimolecular re-
action are highly correlated. Taking this correlation into ac-
count, k1 was fixed in all global fits performed in this work.

To provide bounds on the elementary rate constants we
obtained by globally fitting time course data to Scheme 2,
we employed a grid searching strategy. In this approach
one parameter at a time was chosen and its value scanned
across a specified range (13). At each value the scanned
parameter was held constant while all other parameters
were optimized to minimize c2. This procedure enabled
calculation of a parameter value versus F-statistic data set.
This data set was analyzed in the context of an F-critical
value and parameter bounds were calculated (see the Sup-
porting Materials and Methods for a detailed description)
(14). Parameter value versus F-statistic data sets for each
parameter that floated during global fitting of Scheme 2
are presented in Fig. 8.

Grid searching revealed that not all parameters in Scheme
2 were equally constrained (see relative width of each data
set at the F-critical value (broken lines) in Fig. 8). Impor-
tantly, we found that k3, k4, and k5 values could not be
simultaneously determined. This observation required that
we constrain the fit by fixing one of the parameters and
determining bounds for the remaining parameter values.
Our 11-mer kobs1 versus [ATP] data indicate that the reverse
rate of bond formation is very near zero (see Eq. 8). For this
reason we chose to constrain k4 to a value of zero and opti-
mize the remainder of the parameters to yield the values
shown in Table 1. The grid searches displayed in Fig. 8
Biophysical Journal 109(11) 2382–2393



FIGURE 8 Calculation of parameter uncertainties. Each panel represents the resultant F-statistic versus parameter value data set from a grid search per-

formed as described in Materials and Methods. Each panel is labeled with the specific fixed parameter. (Circles) Individual F-statistic values; (solid lines) fits

to a third-order polynomial (with the exception of the k5 data set, which was fit to a second-order polynomial). (Broken line in each panel) F-critical value

calculated as described in Materials and Methods. To see this figure in color, go online.
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were performed based on the parameter values optimized in
the global fit and the calculated uncertainties are reported in
Table 1. Global fitting of time course data combined with
grid searching provides rigorous determination of parameter
values and bounds on each parameter value.
DISCUSSION

Information content of nucleotide addition time
courses

The minimal steps that must occur in the Pol I nucle-
otide addition cycle are displayed in Fig. 1 A. Using the
methods described above, we have generated the first model
describing the Pol I single nucleotide addition mechanism.
It is important to note that our experimental approach may
or may not be sensitive to all the steps in the nucleotide addi-
tion cycle. There are two simple scenarios that could each
render a step invisible to our measurements. First, an event
governed by a very large rate constant would reach comple-
tion in the dead time of the quenched flow instrument.
Furthermore, an internal step governed by a relatively large
rate constant (in comparison to flanking steps) will not
contribute to the shape of the observed time course. Second,
Biophysical Journal 109(11) 2382–2393
our experimental approach may leave our measurements
insensitive to a specific step. A noteworthy example of a
step that may fall into both categories is translocation of
the polymerase along the nucleic acid. Translocation could
either be relatively fast (with respect to other steps in the
nucleotide addition cycle) or not be required before nucleo-
tide addition. We do not know the translocation state of the
EC with respect to the 30-terminus of the RNA following our
EC assembly protocol. Therefore, before nucleotide addi-
tion Pol I may or may not have to take a translocation
step. Taking this uncertainty into account, we have not
assigned any of the kinetic steps proposed in Scheme 2 to
translocation.

In addition to the minimal steps depicted in Fig. 1 A, our
experimental setup may render our measurements sensitive
to steps that do not occur frequently during processive elon-
gation. Upon conducting single nucleotide addition reac-
tions we observed robust nuclease activity (Figs. 1 D and
2 B) that liberated a dinucleotide fragment from the 30-end
of the RNA. This observation required that we include a
dinucleotide production step in any model describing the
Pol I nucleotide addition pathway. With these information
content considerations in mind we proceed with a synopsis
of the Pol I single nucleotide addition mechanism.
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ATP binding

Our data indicate thatATP binding is best described as a rapid
equilibrium process with respect to the rest of the pathway.
There are two key pieces of evidence that support this inter-
pretation. First, the model-independent analyses of the time
courses displayed in Fig. 3C reveal that there is a step leading
to 11-mer formation that is governed by an [ATP]-dependent
rate constant that saturates at kmax ¼ (270 5 30) s�1 and is
characterized by a half-maximal [ATP] of K1/2 ¼ (170 5
30) mM. Second, the time courses shown in Fig. 3 A do not
display a lag at any [ATP]. The lack of a lag in the time
courses and the hyperbolic dependence of 11-mer kobs1 on
[ATP] indicate that the step that is being reported on by
11-mer kobs1 is directly linked to ATP binding and occurs
immediately after ATP binding. Assuming that ATP binding
is a diffusion-limited process occurring with a rate constant
of z1 � 108 M�1 s�1 and that K1/2 is approximating the
ATP dissociation equilibrium constant, ATP release must
be governed by a rate constantz2� 104 s�1. A rate constant
of this magnitude places the ATP binding step well within the
rapid equilibrium regime with respect to the subsequent step
in the pathway (i.e., kreverse >> kforward). Rapid equilibrium
ATP binding governed by a dissociation equilibrium constant
z100 mM (obtained from global fit; see Table 1, k2/k1) are
consistent with other RNA polymerases and ATPase motor
enzymes (15,16).

Work from the Erie group has indicated that Escherichia
coli RNA polymerase possesses an allosteric NTP binding
site (15,17). They observed that occupation of this site
leads to alterations in nucleotide incorporation rates. Our
data contain no indications of such allostery. Specifically,
11-mer kobs1 versus [ATP] data are described well by a
rectangular hyperbola (see Fig. 4 A). The difference be-
tween our results and those from the Erie group highlights
the need to carefully investigate each RNA polymerase sys-
tem, rather than assuming conservation of mechanism. As
discussed in the introduction, eukaryotes have evolved to
require at least three nuclear RNA polymerases. It is un-
likely that each of these enzymes is governed by the same
molecular mechanisms.
Phosphodiester bond formation

We have interpreted the step immediately after ATP bind-
ing as phosphodiester bond formation or a conformational
change immediately preceding rapid bond formation. In
Scheme 2, k3 is similar to kmax but not identical. Taking
into account Scheme 2 and the fitted parameter values, k3
should equal kmax. To probe this discrepancy we attempted
to fit individual 11-mer time courses collected at 1 mM
ATP (roughly saturating [ATP]) to a sum of two exponential
terms in which one of the rate constants was constrained to
equal k3. The fits with or without this constraint were virtu-
ally indistinguishable (data not shown). In time courses
collected at 1 mM ATP there are very few data points that
fall in the region of the curve defining the faster of the
two rate constants. This region of low data density leads
to increased uncertainty in this parameter’s fitted value.
The observation of this discrepancy highlights the strengths
of simultaneously fitting a data set collected as a function of
two or more variables (in our case time and [ATP]) to
constrain parameter values. Together, these analyses indi-
cate that kmax is reporting on k3.

Considering the analyses discussed in the above two par-
agraphs and the relative values of the fitted parameters from
Table 1, 11-mer kobs1 can be approximated by Eq. 8 (11) in
which kn are defined in Scheme 2 and K1/2 refers to the
[ATP] at k3/2,

11� mer kobs1z
k3½ATP�

K1=2 þ ½ATP� þ k4: (8)

In the limit that [ATP] in Eq. 8 goes to zero, 11-mer kobs1
would equal k4. Inspection of Fig. 4 A indicates that in
this [ATP] limit, 11-mer kobs1 z 0. Satisfying the simple
relationship described by Eq. 8 requires that the remaining
steps of the pathway leading to signal change be rapid
with respect to k3 and k4 (11). Although our data do not
contain direct information on k4 or k5, the above discussion
and the k5 grid search results presented in Fig. 8 and table 1
indicate that k4 must be very small and/or k5 must be very
large. Constraint on k4 and k5 will require a direct measure
of one of these steps.

The Belogurov group has recently reported direct mea-
surements of pyrophosphate release kinetics for E. coli
RNA polymerase (18). Each nucleotide incorporation was
monitored (AMP, CMP, GMP, UMP) at a single [NTP]. The
Belogurov group reported rate constant values z 100 s�1

for pyrophosphate release following each incorporation
event. Considering the difference in enzyme and analytical
approaches between our study and theirs, this value is in
reasonable agreement with the lower limit of 300 s�1 we
have placed on Pol I pyrophosphate release following an
AMP incorporation (see Table 1, k5). Further refinement of
the Pol I pyrophosphate release rate constant value will
require direct measurement of this step.
Nuclease activity of Pol I as a possible fidelity
mechanism

Pol I-catalyzed dinucleotide production is governed by a
rate constant much slower than all other steps in the pathway
with the exception of the active-inactive transition (Table 1).
This observation indicates that a nucleolytic event would
be rare during processive elongation. It has been reported
that polymerase elongation rate decreases immediately
following a misincorporation event (19). Under these condi-
tions, the probability of a nucleolytic event by Pol I would
greatly increase. Thus, Pol I’s nuclease activity would serve
Biophysical Journal 109(11) 2382–2393
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a role in increasing transcriptional fidelity. This hypothesis
is the subject of ongoing investigation.

Both Pols I and III possess robust nuclease activities,
whereas purified Pol II and E. coli RNAP require additional
trans-acting factors to stimulate cleavage of the nascent
RNA (TFIIS and GreA/B, respectively (10)). There are
two potential explanations for this disparity. First, it is
possible that the cleavage assisting factors saturate elon-
gating Pol II and RNAP in vivo. If these polymerases are
continuously occupied by their cognate cleavage assisting
factor in vivo the argument is an artifact of enzyme purifica-
tion. Alternatively, eukaryotic evolution may have selected
for enhanced fidelity of synthesis for the stable RNAs
involved in translation (ribosomal RNA and transfer
RNA), resulting in the observed nuclease activities in Pols
I and III.
Inactive to active EC interconversion

The physical origins of a pre-ATP binding step and the
observation of two polymerase populations are unclear
(see EC* and EC10 in Scheme 2). Heterogeneity in motor
enzyme systems is not uncommon. Data obtained both at
the single molecule level as well as in the ensemble point
to the presence of both static (distinct enzyme populations)
and dynamic (single enzymes converting between distinct
conformers) heterogeneity (18,20–22). In the past decade
there has been significant interest in the mechanisms gov-
erning RNA polymerase pausing (23–26). Pausing is often
discussed as an on-pathway or off-pathway event in which
the entire polymerase population experiences the pause or
only a subset, respectively (25,26). The off-pathway events
could be due to either static (only a subset of the polymerase
molecules are sensitive to the conditions leading to a pause)
or dynamic (stochastic recognition of the conditions leading
to a pause by a given polymerase molecule) heterogeneity.
As of this writing, we are monitoring multi-NTP incorpora-
tion reactions to better understand the inactive to active con-
version we have observed (see EC* and EC10 in Scheme 2).
Specifically, we are working to determine if the polymerase
population repartitions after each incorporation event or if
once the inactive population has entered the active polymer-
ase pool it remains there during a processive elongation
event.

Measuring the time dependence of each intermediate
RNA length in a processive elongation reaction will reveal
whether or not a transiently inactivated population is
generated after each incorporation event. Although these
ensemble measurements will not be able to distinguish be-
tween static and dynamic heterogeneity, they will be able
to distinguish between on-pathway and off-pathway events.
An off-pathway event will be experienced by only a subset
of the polymerase population and will be reported on as a
fraction of the polymerase population entering an inacti-
vated state after the nucleotide incorporation event. Experi-
Biophysical Journal 109(11) 2382–2393
mentally, these events will give rise to multiphasic decays of
the paused RNA intermediate. It is important to recognize
that an on-pathway pause observed in the ensemble is a
bit of a misnomer. Instead, this event should be viewed as
a difference in relative nucleotide incorporation rates be-
tween the paused base and the flanking incorporations. An
on-pathway event would be characterized by monophasic
decay of the paused RNA intermediate. For now, we can
say that under our conditions there is a Pol I population
that must undergo a slow transition to achieve catalytic com-
petency during a single nucleotide incorporation event.
CONCLUSION

We have developed a minimal kinetic model describing
Pol I-catalyzed nucleotide addition and nuclease reactions.
Using reconstituted ECs we monitored single nucleotide
addition and nuclease reactions under single turnover condi-
tions. Using global fitting techniques and a novel fitting
algorithm, we provide quantitative estimates and rigorous
limits of the elementary rate constants governing Pol I-cata-
lyzed nucleotide addition and phosphodiester bond hy-
drolysis. Using the experimental and analytical methods
described herein, a deeper understanding of the mechanistic
consequences of inhibitory compounds, trans-acting fac-
tors, and mutations in Pol I is within reach.
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Supplemental Methods 

Buffers 

With the exception of electrophoresis components, all buffers were filtered through 0.22 μm 
Millipore express plus vacuum-driven filters (Millipore) unless specified otherwise. 

Buffer A: (40 mM KCl, 20 mM Tris-OAc, pH 7.9 at 25 °C); Buffer B: (40 mM KCl, 20 mM 
Tris-Acetate (OAc) pH 7.9 at 25 °C, 2 mM dithiothreitol, 0.2 mg∙ml-1 bovine serum albumin 
(BSA)); Protein measurement buffer: (6 M guanidine-HCl, 0.05 M K2HPO4, pH adjusted to 7.0 
with phosphoric acid); Storage buffer: (0.55 M K-OAc, 10 mM K-HEPES, 0.5 mM MgCl2, 45% 
(v/v) glycerol pH 7.8); Gel loading buffer: (90% formamide, 25 mM EDTA-Na pH 8.54, 0.025 
mgml-1 bromophenol blue); Extraction buffer: (10 mM Tris-Cl pH 7.9, 1 mM EDTA-NA pH 
8.54); Digestion buffer: (Tris-Cl pH 9.2, 3 mM MgCl2); NA measurement buffer: (100 mM 
NaCl, 50 mM K2HPO4, pH adjusted to 7.0 with phosphoric acid); Neutralization buffer: (2.67 M 
Tris-Cl pH 8.4) 

Proteins 

Pol I was purified according to (1).  Pol I is stored in storage buffer at -20 °C. 

Heparin and bovine serum albumin (BSA) preparation 

BSA stocks were prepared by dissolving lyophilized BSA (Fisher Scientific) in buffer A to a 
concentration of ≈40 mg∙ml-1 and passing through a 0.2 μm nylon syringe filter (Fisher 
Scientific).  This solution was dialyzed against three 1:500 exchanges of buffer A at 4 °C using 
3,500-5,000 MWCO cellulose ester dialysis tubing (Spectra/Por).  The concentration of BSA 
was determined by a spectroscopic assay in protein measurement buffer by taking absorbance 
scans between 360 nm and 220 nm.  Absorbance values at 280 nm were corrected by subtracting 
absorbance due to scattering effects at 320 nm and an extinction coefficient of 48,150 M-1∙cm-1 
was used to calculate concentration as described (2). 

Heparin stocks were prepared by dissolving Na-heparin salt (Acros Organics) in buffer A to 
achieve ≈40 mg∙ml-1 and filtering through a 0.2 μm nylon syringe filter (Fisher Scientific).  This 
solution was dialyzed against three 1:500 exchanges of buffer A at 4 °C using 3,500-5,000 
MWCO cellulose ester dialysis tubing (Spectra/Por).  The concentration of heparin stocks were 
determined by a colorimetric assay (3).  Absorbance at 505 nm of a 5:1:1 mixture of heparin, 
0.06 M Barbital buffer (Sigma Aldrich), and 0.09 mg∙ml-1 azure A was measured and 
concentration was quantified by comparison to a standard curve. 

Nucleic Acids 

RNA oligonucleotides were commercially synthesized and purified by HPLC by the 
manufacture (Integrated DNA Technologies; IDT).  RNA oligonucleotides were dialyzed against 
three 1:5000 exchanges of buffer A at 4 °C using 100-500 MWCO cellulose ester dialysis tubing 
(Spectra/Por) and were stored at -20 °C. 



DNA oligonucleotides were synthesized and de-salted by IDT.  DNA oligonucleotides 
were further purified by denaturing polyacrylamide gel electrophoresis (PAGE) using a method 
based on that described by Ellington and Pollard (4).  Specifically: 

Lyophylized oligonucleotide was dissolved in ultrapure water at room temperature for at least 30 
min to an estimated concentration of >200 µM.  Oligonucleotide solution is diluted into gel 
loading buffer to achieve a concentration of 10-20 µM oligonucleotide.  This solution was loaded 
onto 20 well (16 cm wide) 0.75 mm thick 18% polyacrylamide gels (19:1 
acrylamide:bisacrylamide, 7 M urea, TBE).  Resolution falls with increasing amounts of 
oligonucleotide loaded per lane and we have found that 150-300 pmole∙lane-1 provides an 
acceptable balance between purity and yield.  Material was electrophoresed at constant 
temperature (53 °C) in TBE which usually results in ≈1,500 V.  Gels are laid on top of thin layer 
chromatography plates with UV-shadowing capability (Millipore) and exposed to a 254 nm UV 
lamp.  Oligonucleotides were located by UV shadowing and excised with a stainless steel razor 
blade.  Gel slices are crushed, mixed with extraction buffer to achieve 11.11 ml∙g-1 (buffer/gel), 
and frozen at -80 °C.  Samples were rapidly thawed by incubation in a 65 °C water bath and 
were incubated at 95 °C after thawing for 5 min.  Samples were shaken for 16 hrs in an air 
shaker at 37 °C.  Gel fragments were pelleted by centrifugation for 2 min at 1,000 times g, room 
temperature and solution was removed and filtered through 0.2 μm nylon syringe filters (Fisher 
Scientific).  Nucleic acid was concentrated by extracting water with butanol.  Oligonucleotide 
was precipitated by adding 0.3 volumes of 3 M Na-OAc pH 5.2 and 1.5 volumes (total volume 
after addition of Na-OAc) of 100% ethanol and incubated >30min at -20 °C.  To calculate 
volumes of 3 M Na-OAc pH 5.2 and ethanol to add to oligonucleotide solutions, volume of 
oligonucleotide solution was estimated by weight assuming a density of 1 g∙ml-1.  Precipitated 
nucleic acid was pelleted by centrifugation for 10min at 17,000 times g, 4 °C.  Supernatant was 
removed and the precipitate was dried 15 min at room temperature.  Precipitate was dissolved 
with 105 μL buffer A for >15 min at room temperature. 

DNA oligonucleotides were dialyzed against three 1:5000 exchanges of buffer A at 4 °C 
using 3,500-5,000 MWCO cellulose ester dialysis tubing (Spectra/Por) and were stored at -20 
°C.  We did not observe degradation after long-term storage of RNA or DNA oligonucleotides 
under these conditions.  Purity and integrity of nucleic acids were assayed by 5’-end labeling a 
small sample with 32P and standard T4 polynucleotide kinase approaches.  Labeled samples were 
separated on denaturing PAGE gels as described for nucleic acid purification, exposed to 
phosphoimager plates, and scanned with a typhoon imager for analysis.  

The concentrations of oligonucleotides were determined by a spectroscopic assay. 
Nucleic acids were enzymatically degraded to nucleoside monophosphates by incubation with 
phosphodiesterase I (PDEI) (Worthington Biochemical Corp.)(5).  PDEI was dissolved and 
stored in digestion buffer supplemented with 40% glycerol (v/v) at -20 °C.  Typically 5 μL of 
dialyzed nucleic acid was digested in a 50 μL reaction.  Digestion reactions were carried out in 
digestion buffer with ≈12 u∙ml-1 PDEI at room temperature >20 min.  Absorbance scans were 
collected between 360 nm and 220 nm in NA measurement buffer.  Absorbance values at 260 
nm were corrected by subtracting absorbance due to scattering effects at 320 nm.  
Oligonucleotide extinction coefficients were calculated by summing the extinction coefficients 
of each NMP multiplied by their stochiometric constant. 

Extinction coefficients were obtained from Gray, Hung, and Johnson (6). 



All data presented here were collected using ECs assembled with the following nucleic acid 
sequences: 

RNA(5’-AUCGAGAGG) 

DNA template strand (DNA-t) (5’ 
ACCAGCAGGCCGATTGGGATGGGTATTCCCTCCTGCCTCTCGATGGCTGTAAGTATC
CTATAGG) 

DNA non-template strand (DNA-nt) (5’ 
CCTATAGGATACTTACAGCCATCGAGAGGCAGGAGGGAATACCCATCCCAATCGGC
CTGCTGGT)  

RNA – DNA-t annealing reactions were carried out as follows: a solution of 10 μM RNA, 3.33 
μM DNA-t in buffer A was heated to 95 °C for 5 min then cooled at a rate of 0.1 °C∙s-1 to a final 
temperature of 4 °C. 

EC Assembly 

ECs were formed in buffer B at ambient temperature (≈20-23 °C).  BSA and DTT aliquots were 
stored at 10X concentration at -20 °C and were thawed and used once.  Pol I stock was diluted 
1:40 into elongation complex assembly reactions. 

Due to the sequential nature of the EC formation procedure the concentrations of reactants 
change during assembly due to dilution.  The following list of concentrations corresponds to 
final reactant concentrations.  This list will be followed by an assembly protocol in which each 
added component is presented as a fraction of the total reaction volume.  The bold numbers on 
the far left of the reagent list denote the order of addition. 

We found that under our conditions single nucleotide incorporation time courses are very 
sensitive to the presence of DNA-nt.  In our experiments we used a DNA-nt / DNA-t ratio of 3 / 
1.  We found that beyond a DNA-nt / DNA-t ratio of 2 / 1 single nucleotide incorporation time 
courses are insensitive to further increase in [DNA-nt]. 

(≈16 nM Pol I, 162.75 nM RNA, 54.26 nM DNA-t, 162.75 nM DNA-nt, ≈5 nM α-32P-CTP, 100 
μM Mg(OAc)2, 1.1 mM ethylenediamine teraacetic acid (EDTA) – K3, 5 μM unlabeled CTP) 

1) 0.07675 10X concentrated buffer A 
2) 0.1 2 mg∙ml-1 BSA 
3) 0.1 20 mM DTT 
4) 0.5657 H2O 
5) 0.025 Pol I 
6) 0.016275 RNA – DNA-t (20min incubation) 
7) 0.016275 DNA-nt (40min incubation) 
8) 0.05 labeling mixture (2 mM Mg(OAc)2, 100 nM α-32P-CTP; in buffer A) (10min 

incubation) 



9) 0.05 EDTA / unlabeled CTP chase mixture (22 mM EDTA-K3, 100 μM unlabeled CTP; 
in buffer A) 

ATP Substrates 

Adenosine triphosphate (ATP) substrates were purchased from Sigma Aldrich as lyophilized 
sodium salts.  ATP substrate stocks were prepared by dissolving in buffer A, filtering through 0.2 
μm nylon syringe filters (Fisher Scientific), and dialyzing extensively into buffer A at 4 °C using 
100-500 MWCO cellulose ester dialysis tubing (Spectra/Por). 

ATP substrate mixtures for polymerization/nuclease reactions are prepared in buffer B 
and supplemented with 1.1 mM EDTA-K3.  In ATP substrate mixtures ATP, heparin, and 
Mg(OAc)2  are adjusted to 2X concentration (with respect to reaction concentrations) to result in 
1X concentration following a one to one mixing event. 

Quenched Flow Time Courses 

Substrate ATP mixtures were prepared in buffer B supplemented with Mg(OAc)2 and 
ATP substrate to the desired concentration and heparin to a concentration of 0.05 mg∙ml-1.  Drive 
syringes were filled with ultrapure ddH2O and quench syringe was filled with 1 M HCl.  Each 
reaction was initiated by rapidly mixing 20 μL EC solution with 20 μL ATP substrate solution.  
Reactions were quenched by delivery of 1 M HCl.  The volume of quench solution delivered is 
dependent upon the reaction loop and excess 1M HCl was added to bring final quench solution 
volume to 200 μL.  Quenched reactions were neutralized by the addition of 115 μL of 
neutralization buffer.  An aliquot of neutralized reaction was mixed in a 1:2 ratio with gel 
loading buffer and placed on ice for the remainder of time course collection.  Samples were 
stored at -20 °C.  We have not observed degradation of reactant or product nucleic acids during 
storage. 

Quenched flow time courses were thermo stated at 25 °C by a circulating water bath.  
The order of time point collection was randomized by Microsoft Excel’s random number 
generation function. 

Nucleotide Addition Reaction Electrophoresis 

Samples were heated to 95 °C >5 min and 15 μL of sample per well were loaded onto gels of the 
dimensions described for nucleic acid purification.  Gels for analysis of nucleotide incorporation 
reactions were 28 % acrylamide (19:1 acrylamide:bisacrylamide), 7 M urea, TBE.  A gradient 
buffer system was employed in which the top tank contains TBE and the bottom tank contains 
TBE supplemented with 0.3 M Na-OAc.  We have found that it is important to pre-run gradient 
buffer gels ≈1 hr at 53 °C to establish the optimal state of the gradient.  During nucleic acid 
separation gels are run at 53 °C (≈900 V).  Gels were exposed and imaged as described for 
analysis of nucleic acid purity.   

Data Analysis 

Exposed gels were quantified according to EQ. S1,  
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where ( )iFrac t  is the fraction of RNA in the state i  at time t  and [ ]( )iRNA t is the pixel counts 
of RNA corresponding to RNA in state i  at time t .  The summations in EQ. 2 included pixel 
counts corresponding to 10-mer, 11-mer, and CA.  Quenched flow nucleotide addition time 
courses were collected three times and the time course data points plotted in figure 3 of the text 
represent the average data point.  The uncertainty bars plotted in figure 3 of the text represent the 
standard deviation about this average.   

 The majority of data analysis was performed using custom built MATLAB functions.  All 
code can be made available upon request. 

 Fitting to Analytical Functions 

11-mer and CA time courses were fit individually by EQ. S2  
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to obtain observed rate constants obsk .  For 11-mer time courses 2j =  and for CA time courses 
1j = .  The observed rate constants obtained from each experimental replicate were averaged.  

This analysis yielded three observed rate constants corresponding to 111  obsmer k− , 211  obsmer k−
, and  obsCA k .  The uncertainty associated with the observed rate constant values obtained from 
fitting time course data to EQ. S2 were assumed to be equal to the standard deviation about the 
average of the three observed rate constants obtained from fitting experimental replicates.  
Observed rate constants were plotted as a function of [ATP].  11-mer kobs1 was fit using EQ. S4 
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where [ ]( )111  obsmer k ATP− is the observed rate constant as a function of [ATP], maxk is the 

extrapolated observed rate constant at infinite [ATP], and 1 2K is the [ATP] at which 

[ ]( )1 max0. 511 obs Amer k TP k=− .  [ ]( )211  obsmer k ATP−  and [ ]( ) obsCA k ATP were fit using EQ. 
S5 
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which is a constant function.  Analysis using EQ.s S2-S4 was performed in MATLAB using the 
MATLAB function Lsqnonlin.  The data were fit to EQ.s S4 and S5 by minimizing the weighted 
sum of squared residuals (WSSR) in which each data point was weighted by the standard 
deviation calculated for each observed rate constant value.  Uncertainty on parameter values 
obtained from fitting the data to EQs S3 and S4was calculated by grid searching (see below). 

 Fitting by Numerical Integration 

 11-mer and CA time courses were globally fit using the ordinary differential equations 
(ODEs) derived from each reaction scheme.  Specifically, WSSR was calculated by summing 
weighted residuals of each time course (both 11-mer and CA time courses collected at each 
[ATP]).  Numerical integration was performed in MATLAB using the Ode23s numerical 
integration algorithm.  During numerical integration the jacobian matrix (EQ. S5) defined by the 
ODEs was passed to the numerical integration algorithm. 
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In EQ. 6 ns denotes the concentration of an individual species in a given reaction pathway.  
When fitting by numerical integration of ODEs WSSR was minimized using a custom built 
algorithm in MATLAB.  This algorithm is based on a genetic algorithm but uses a gradient-
based non-linear least squares algorithm (GBNLLS) to further minimize WSSR at each iteration.  
The structure of the algorithm is briefly described below. 

 A population of parameter sets is defined by randomly selecting individual parameter 
values from a Gaussian distribution of defined mean and standard deviation.  WSSR is calculated 
for each individual parameter set in the population by the above described numerical integration 
procedure.  The population is ranked according to WSSR.  Like standard genetic algorithms; a 
subset of the population advances to the next iteration (generation) unaltered, a subset is 
subjected to mutation at a specified probability, and a subset is subjected to crossover at a 
specified probability (7).  In our algorithm a subset of the population is further optimized by the 
GBNLLS algorithm Lsqnonlin.  The number of individuals and the identity of individuals 
subjected to GBNLLS is adjustable.  All fitting by numerical integration in this study was 
accomplished by subjecting four individuals to GBNLLS at each iteration of the algorithm.  
Three individuals are the top three based on WSSR and one is chosen randomly from the 
population.  After a specified number of iterations the parameter values and WSSR is reported. 

 In globally fitting Schemes 1 and 2 we observed that the rate constants governing the 
steps corresponding to pyrophosphate release and dinucleotide production (k5 and k6) were 
interchangeable with little effect on the fit.  This lack of constraint is due to the fact that only one 
of these steps must be rate limiting (with a rate constant of ≈0.4 s-1) to describe the time course 



data.  Both published (8) and unpublished data (data not shown) indicate that during processive 
elongation Pol I catalyzes nucleotide incorporation at ≈20-50 nucleotides s-1.  These rates are not 
consistent with a rate constant governing pyrophosphate release (a step that must occur after ever 
nucleotide addition event) of ≈0.4 s-1.  We therefore constrained the rate constant governing 
pyrophosphate release (k5) in Schemes 1 and 2 to a lower limit of 10 s-1 in all global fitting 
routines. 

 [ ]( )kobs ATP  Derivation and Simulation 

 [ ]( )obsk ATP  are the negative eigenvalues of the coefficient matrix defined by the DEs.  
Specifically, DEs derived from reaction pathways studied in this work are of the form EQ. S6 

 d
dt

=c Mc   S6 

where c is the solution vector of concentrations of species in a given reaction pathway and M is 
the coefficient matrix.  Importantly, for the sake of derivation, these equations were derived 
under pseudo first order conditions, i.e. [ATP]=constant.  This does not affect the comparison of 
simulated [ ]( )obsk ATP functions to experimental data because all reactions were performed under 
pseudo first order conditions with respect to ATP, i.e. [EC]<<[ATP].  The negative analytical 
eigenvalues of M were found using MATLAB.  The parameter values obtained from fitting DEs 
by numerical integration were substituted into the analytical eigenvalues.  kobs values were 
calculated over a range of [ATP] and the real component of the kobs values were compared to 
experimental data. 

 Grid Searching 

 Grid searching was accomplished by systematically varying a single parameter’s value 
and subsequently minimizing WSSR by allowing all other parameter values to be optimized.  
Each WSSR minimization was accomplished by Lsqnonlin.  F-statistics at each parameter value 
were calculated according to EQ. S7 

 ( ) ( ) 
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WSSR param value
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where the WSSR subscript refers to the best-fit WSSR value obtained from the original fit ( fit ) 
or that obtained at a fixed parameter value during a given grid search iteration ( grid ); note: 

gridWSSR , and subsequently F stat− , are functions of the parameter values of the parameter 
being scanned.  An F-critical ( F crit−  ) value at the 68% confidence interval was calculated 
using Microsoft Excel’s FINV function.  The relationship between each parameter and F-
statistics ( ( ) F stat param value− ) was defined by polynomial interpolation of F-statistic vs 
parameter value data in the vicinity of F stat F crit− = − .  Polynomial fitting was performed 
using Kaleidagraph.   param value  at F crit−  was calculated using MATLAB by finding the 
roots of the polynomial used to fit the F-stat vs parameter value data.  The roots defining the 



parameter bounds of a given parameter were chosen based on inspection of F stat− vs 
 param value  plots.  Simply stated, the parameter value bounds are defined by where the 

interpolating polynomial defining ( ) F stat param value−  crosses the F-crit threshold. 

 

Supplemental References 

1. Appling, F. D., and D. A. Schneider. 2015. Purification of active RNA polymerase I from 
yeast. Methods in molecular biology 1276:281-289. 

2. Gill, S. C., and P. H. v. Hippel. 1989. Calculation of Protein Extinction Coefficients from 
Amino Acid Sequence Data. Analytical Biochemistry:319. 

3. Jaques, L. B. 1977. Determination of Heparin and Related Sulfated 
Mucopolysaccharides. Methods of Biochemical Analysis 24:203-312. 

4. Ellington, A., and J. Jack D. Pollard. 1998. Purification of Oligonucleotides Using 
Denaturing Polyacrylamide Gel Electrophoresis. Current Protocols in Molecular 
Biology:2.12.11-12.12.17. 

5. Lucius, A. L., A. Vindigni, R. Gregorian, J. A. Ali, A. F. Taylor, G. R. Smith, and T. M. 
Lohman. 2002. DNA Unwinding Step-size of E.coli RecBCD Helicase Determined from 
Single Turnover Chemical Quenched-flow Kinetic Studies. Journal of molecular biology 
324:409-428. 

6. Gray, D. M., S. H. Hung, and K. H. Johnson. 1995. Absorption and Circular Dichroism 
Spectroscopy of Nucleic Acid Duplexes and Triplexes. Methods in Enzymology 246:19-
34. 

7. Back, T., U. Hammel, and H.-P. Schwefel. 1997. Evolutionary Computation: Comments 
on the History and Current State. IEEE Transactions on Evolutionary Computation 1:3-
17. 

8. Viktorovskaya, O. V., K. L. Engel, S. L. French, P. Cui, P. J. Vandeventer, E. M. 
Pavlovic, A. L. Beyer, C. D. Kaplan, and D. A. Schneider. 2013. Divergent contributions 
of conserved active site residues to transcription by eukaryotic RNA polymerases I and 
II. Cell reports 4:974-984. 

 

 

 

  



Supplemental Figures 

 

Supplemental Figure S1.  Identification of RNA species.  This is a representative gel of an 
AMP incorporation time course collected by hand.  The reactions were carried out as described 
in the text and materials and methods sections for quenched flow time courses except all 
volumes were reduced by half and time points were collected by hand.  As opposed to the short 
time scale monitored using the quenched flow instrument, on this time scale 12-mer RNA is 
observed.  We do not know the sequence of this RNA but it is likely due to misincorporation or 
trace contamination of NTP other than ATP.  Its presence on these long time scales does not 
affect the interpretation of our data.  The first lane on the left represents t = 0 material.  For this 
lane labeled elongation complexes were denatured and electrophoresed.  In this lane two bands 
are visible corresponding to 10-mer and GC RNA.  The 10-mer RNA is the expected species 
following incorporation of a single 32P-labeled CMP into the 9-mer substrate RNA converting 
unlabeled 9-mer RNA into labeled 10-mer RNA.  The GC dinucleotide is the expected product 
from a nuclease reaction removing the incorporated 32P-labeled CMP and the terminal GMP 
from the synthetic RNA.  Beginning with the second lane from the left and moving from left to 
right each lane represents an increased delay time (denoted by numbers above each lane) 
between addition of ATP substrate and addition of HCl quench.  The appearance of a slower 
migrating species is consistent with a single AMP incorporation extending the 10-mer RNA to 
the 11-mer state.  The appearance of a species migrating slightly faster than GC is consistent 
with a dinucleotide production event immediately following incorporation of an AMP.  This 
species co migrates with a CA standard.  



 

Supplemental Figure S2.  [GC] vs. time at 10 μM, 20 μM, and 1mM ATP.  The fraction of 
RNA in the GC state was quantified according to EQ S1 (supplemental materials and methods).  
The circles represent the average of three measurements and the error bars represent the standard 
deviation about this average. 

 

Supplemental Figure S3.  CA time course collected at 300 μM ATP.  This time course 
demonstrates that the ≈ 0.75 peak height values of 11-mer discussed in the text are not due to 
enzyme inactivation or RNA degradation. 

 


	Transient-State Kinetic Analysis of the RNA Polymerase I Nucleotide Incorporation Mechanism
	Introduction
	Materials and Methods
	Buffers
	Proteins
	Heparin and bovine serum albumin preparation
	Nucleic acids
	EC assembly
	ATP substrates
	Quenched flow time courses
	Nucleotide addition reaction electrophoresis
	Data analysis

	Results
	Single turnover nucleotide addition reactions
	Model-independent analysis of nucleotide addition and nuclease reactions
	Model-dependent analysis of single turnover nucleotide addition and nuclease reactions
	Assignment of parameter uncertainties

	Discussion
	Information content of nucleotide addition time courses
	ATP binding
	Phosphodiester bond formation
	Nuclease activity of Pol I as a possible fidelity mechanism
	Inactive to active EC interconversion

	Conclusion
	Supporting Material
	Author Contributions
	Acknowledgments
	References


