
File S1: Details on the Metropolis–Hastings within
Gibbs MCMC algorithm implemented in the BayPass

program

The purpose is to sample from the posterior distributions of the parameters defined in the models
represented in Figure 1. To that end, each parameter is initialised to standard moment-based estimate
and sequentially updated using a standard Metropolis–Hastings (M–H) within Gibbs MCMC algorithm.
The same notations as in the main text are used in the following.

1 Update of the yi j’s (Pool–Seq data):
The parameters yi j are updated iteratively in each population, one locus at a time. The full conditional
distribution has the form:
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Because this full conditional is not of usual form, a Metropolis update is implemented. A candidate
yc

i j is sampled uniformly over the integer interval
{
k(y)

i j . . . l
(y)
i j

}
where k(y)

i j = yi j − δ
(y)
i j and l(y)

i j = yi j + δ
(y)
i j .

The (integer) δ(y)
i j are adjusted for each yi j during pilot runs to obtain acceptance rates ranging between

τmin and τmax. As a default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).
In practice however, it is important to note that each yc

i j should take values within the (integer) interval{
ymin

i j . . . ymax
i j

}
, with:

• ymin
i j = 0 (if ri j = 0) or ymin

i j = 1 (if ri j > 0)

• ymax
i j = n j (if ri j = ci j) or ymax

i j = n j − 1 (if ri j < ci j)

To account for these constraints, if yc
i j is outside this interval, the excess is reflected back; that is:

• if yc
i j < ymin

i j then yc
i j is reset to 2 × ymin

i j − yc
i j

• if yc
i j > ymax

i j then it is reset to 2 × ymax
i j − yc

i j

This leads to a symmetric proposal (Yang, 2005) and the candidate value yc
i j is thus accepted with

probability min(1, ψ(y)
i j ) according to the Metropolis rule where :

ψ
(y)
i j =

f
(
yc

i j | .
)

f
(
yi j | .

)

1



2 Update of the α?i j’s:

Two different algorithms are implemented in BayPass to update α?i j (recall that αi j = 1 ∧ (0 ∨ α?i j)). The
first algorithm is expected to have better mixing properties, in particular for unbalanced designs (in terms
of population representativeness), because each α?i j are updated in turn (this statement has not been tested
extensively). Unless otherwise stated, the second algorithm identical to the one described by Coop et al.
(2010), in which vectors of allele frequencies are updated iteratively, is however generally used because
computationally (slightly) faster.

2.1 Algorithm 1:
The parameters α?i j are updated iteratively in each population, one locus at a time. The full conditional
distribution has the general form:
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. Note that, for the core model

model βi = 0 and for the STD model δi = 1. Hence, from the properties of the multivariate Gaussian
distribution: α̃?i j | α̃
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As a consequence:
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Because this full conditional is not of usual form, a (random walk) Metropolis update is implemented.

A candidate ˜α?,(c)
i j is sampled from a uniform distribution: Unif

(
α̃?i j − δ

(α)
i j ; α̃?i j + δ(α)

i j

)
The δ(α)

i j ’s’ are
adjusted for each α?i j during pilot runs to obtain acceptance rates ranging between τmin and τmax. As a
default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).

As the proposal is symmetric, the candidate value ˜α?,(c)
i j is accepted with probability min(1, ψ(α)

i j )
according to the Metropolis rule where :
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2.2 Algorithm 2 (Coop et al., 2010):
This Metropolis update was adapted from Coop et al. (2010) (Appendix A). The vectors α?i are updated
iteratively one locus at a time. he full conditional distribution has the general form:
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(see 2.1 for a definition of α̃?
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Because this full conditional is not of usual form, a joint Metropolis update is implemented. A vector

of candidate values ˜α?,(c)
i

is sampled from the following Multivariate Gaussian proposal:

˜
α?,(c)
i

∼ MNV
(
α̃?
i
,Γδ(α)

i

)
where Γ is obtain from the Cholesky decomposition of Ω = Λ−1 (i.e., Ω = tΓΓ) and the δ(α)

i
are adjusted during pilot runs to obtain acceptance rates ranging between τmin and τmax. As a default,
τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).

As the proposal is symmetric, the candidate vector ˜α?,(c)
i is accepted with probability min(1, ψ(α)

i )
according to the Metropolis rule where :
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3 Update of the πi’s:
The parameters πi are updated iteratively one locus at a time. The full conditional distribution has the
general form:

f (πi | .) ∝ f
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(see 2.1 for a definition of α̃?
i

)
Because this full conditional is not of usual form, a (random walk) Metropolis–Hastings update is

implemented. A candidate π(c)
i is sampled from a uniform distribution whose support is centred on the

current value of πi:
πi

(c) ∼ Unif
(
max(ε, πi − δ

(π)
i ),min(1 − ε, πi − δ

(π)
i )

)
(ε = 10−8 in BayPass)

The δ(π)
i ’s’ are adjusted for each πi during pilot runs to obtain acceptance rates ranging between τmin

and τmax. As a default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).
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As the proposal may not be symmetric, the candidate value πi
(c) is accepted with probability min(1, ψ(π)

i )
according to the Metropolis–Hastings rule where :
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4 Update of Λ:
From the conjugacy properties a simple Gibbs update is possible consisting in directly sampling Λ = Ω−1

in its full conditional distribution. Indeed the full conditional of Λ is a Wishart distribution:
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Hence:
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Working on Ω, Coop et al. (2010) found an equivalent result (Appendix A)1

5 Update of aπ and bπ:
To update aπ and bπ, we follow the reparametrization in terms of mean µπ =

aπ
aπ+bπ

and "sample size"
νπ = aπ + bπ (e.g. Kruschke, 2014). Equivalently, aπ = µπνπ and bπ = (1− µπ)νπ. The parameters µπ and
νπ are updated one at a time.

1 Note that there is a typo in eq. A1 since the equation Ŝ should read Ŝ = 1
L

l=L∑
l=1

(
1

εl(1−εl)
(θl − εl)(θl − εl)T

)
.

According to the notations employed here:
l=L∑
l=1

(
1

εl(1−εl)
(θl − εl)(θl − εl)T

)
≡

i=J∑
i=1

α̃i
tα̃i

4



5.1 Update of µπ:
The full conditional distribution of µπ has the form:

f (µπ | .) ∝ f (µπ)
j=I∏
i=1

f (πi | µπ, νπ)

∝

(
1
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)I i=I∏
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(
π
νπµπ−1
i (1 − πi)νπ(1−µπ)−1

)
Because this full conditional is not of usual form, a (random walk) Metropolis–Hastings update is

implemented. A candidate µ(c)
π is sampled from a uniform distribution whose support is centred on the

current value of µπ:
µ(c)
π ∼ Unif

(
max(ε, πi − δ

(µ)),min(1 − ε, πi − δ
(µ))

)
(ε = 10−4 in BayPass)

δ(µ) is adjusted during pilot runs to obtain an acceptance rate ranging between τmin and τmax. As a
default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).

As the proposal may not be symmetric, the candidate value µ(c)
π is accepted with probability min(1, ψ(µ))

according to the Metropolis–Hastings rule where :

ψ(µ) =
f
(
µ(c)
π | .

)
q(µπ | µ

(c)
π )

f (µπ | .) q(µ(c)
π | µπ)

with:

• q(µ(c)
π | µπ) = 1

min(1−ε;µπ−δ(µ))−max(ε;µπ−δ(µ))

• q(µπ | µ
(c)
π ) = 1
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(
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π −δ
(µ)

)
−max

(
ε;µ(c)

π −δ
(µ)

)

5.2 Update of νπ:
The full conditional distribution of nuπ has the form:

f (νπ | .) ∝ f (νπ)
j=I∏
i=1

f (πi | µπ, νπ)

∝ e−νπ
(

Γ (νπ)
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)I i=I∏
i=1

(
π
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)
Because this full conditional is not of usual form, a (random walk) Metropolis–Hastings update is

implemented. A candidate ν(c)
π is sampled from a log–normal distribution is centred on the current value

of νπ:
log

(
ν(c)
π

)
∼ N

(
log

(
ν(c)
π

)
; δ(µ)

)
δ(ν) is adjusted during pilot runs to obtain an acceptance rate ranging between τmin and τmax. As a

default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).
As the proposal is not symmetric, the candidate value ν(c)

π is accepted with probability min(1, ψ(ν))
according to the Metropolis–Hastings rule where :

ψ(µ) =
f
(
ν(c)
π | .

)
q(νπ | ν

(c)
π )

f (νπ | .) q(ν(c)
π | νπ)

where q(νπ |ν
(c)
π )

q(ν(c)
π |νπ)

=
ν(c)
π

νπ
from the definition of the log–normal distribution.
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6 Update of the βi’s (AUX and STD models):
The parameters βi are updated iteratively one locus at a time.

6.1 In the STD model or if δi = 1 in the AUX model:

To simplify further notations, let α̈i = Γ−1
{

α?i j−πi
√
πi(1−πi)

}
(1..J)

where Γ results from the Choleski decom-

position of Ω = Λ−1 (i.e., Ω = tΓΓ). Note that with this transformation, α̈i ∼ NJ
(
βiΦ̃, IJ

)
where

Φ̃ =
{
φ j

}
(1..J)

= Γ−1
{

Z j
√
πi(1−πi)

}
.

The full conditional distribution of βi has the form:

f (νπ | .) ∝ f (βi) f (α̈i | βi)

∝

J∏
j=1

e−
1
2 (α̈i j−βiφ̃ j)2

∝ e
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φ̃ jα̈i j−
βi
2
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φ̃ j
2


Because this full conditional is not of usual form, a (random walk) Metropolis–Hastings update is
implemented. A candidate β(c)

i is sampled from a uniform distribution whose support is centred on the
current value of βi:

βi
(c) ∼ Unif

(
max(minβ, βi − δ

(β)
i ),min(maxβ, βi − δ

(β)
i )

)
The δ(β)

i ’s’ are adjusted for each βi during pilot runs to obtain acceptance rates ranging between τmin
and τmax. As a default, τmin = 0.25 and τmax = 0.4 as usually recommended (Gilks et al., 1996).

As the proposal may not be symmetric, the candidate value βi
(c) is accepted with probability min(1, ψ(β)

i )
according to the Metropolis–Hastings rule where :

ψ
(β)
i =

f
(
β(c)

i | .
)

q(βi | β
(c)
i )

f (βi | .) q(β(c)
i | βi)

with:

• q(β(c)
i | βi) = 1

min
(
maxβ;βi−δ

(β)
i

)
−max

(
minβ;βi−δ

(β)
i

)
• q(βi | β

(c)
i ) = 1

min
(
maxβ;βcdt

i −δ
(β)
i

)
−max

(
minβ;βcdt

i −δ
(β)
i

)

6.2 If δi = 0 in the AUX model
In this case, βi is simply sampled from its prior distribution since:

βi | δi = 0, . ∼ Unif(minβ,maxβ)

7 Update of the δi’s (AUX model)
The parameters δi are updated iteratively one locus at a time. Since these variables are binary auxiliary
variables, the full conditional distribution is a Bernoulli distribution allowing a simple Gibbs update.
Indeed:

P (δi | .) ∝ P (δi | P, bis, δ−i) f (α̈i | βi, δi)

∝ Pδi(1 − P)1−δiebis
(
Iδi=δi−1 +Iδi=δi+1

) J∏
j=1

e−
1
2 (α̈i j−δiβiφ̃ j)2
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(see 6.1 for a definition of the definitions of α̈i j and φ̃ j)
Hence:

δi | . ∼ Ber


Pebis

(
Iδi−1=1+Iδi+1=1

)∏J
j=1e−

1
2 (α̈i j−βiφ̃ j)2
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(
Iδi−1=1+Iδi+1=1

)∏J
j=1e−

1
2 (α̈i j−βiφ̃ j)2

+ (1 − P)ebis
(
Iδi−1=0+Iδi+1=0

)∏J
j=1e−

α̈2
i j
2


8 Update of P (AUX model)
The full conditional distribution of P is a Beta distribution allowing a simple Gibbs update. Indeed:

f (P | .) ∝ f (P) f (δ | P)

∝ PaP−1(1 − P)bP−1P
[∑I

i=1δi
]
(1 − P)

[
I−

∑I
i=1δi

]
∝ P

[
aP+

∑I
i=1δi−1

]
(1 − P)

[
bP+I−

∑I
i=1δi−1

]
Hence:

P | . ∼ Beta

aP +

I∑
i=1

δi; bP + I −
I∑

i=1

δi


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