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Invariant TAD Boundaries Constrain Cell-Type-Specific
Looping Interactions between Promoters
and Distal Elements around the CFTR Locus

Emily M. Smith,1 Bryan R. Lajoie,1 Gaurav Jain,1 and Job Dekker1,2,*

Three-dimensional genome structure plays an important role in gene regulation. Globally, chromosomes are organized into active and

inactive compartments while, at the gene level, looping interactions connect promoters to regulatory elements. Topologically associ-

ating domains (TADs), typically several hundred kilobases in size, form an intermediate level of organization. Major questions include

how TADs are formed and how they are related to looping interactions between genes and regulatory elements. Here we performed a

focused 5C analysis of a 2.8 Mb chromosome 7 region surrounding CFTR in a panel of cell types. We find that the same TAD boundaries

are present in all cell types, indicating that TADs represent a universal chromosome architecture. Furthermore, we find that these TAD

boundaries are present irrespective of the expression and looping of genes located between them. In contrast, looping interactions be-

tween promoters and regulatory elements are cell-type specific and occur mostly within TADs. This is exemplified by the CFTR promoter

that in different cell types interacts with distinct sets of distal cell-type-specific regulatory elements that are all located within the same

TAD. Finally, we find that long-range associations between loci located in different TADs are also detected, but these display much lower

interaction frequencies than looping interactions within TADs. Interestingly, interactions between TADs are also highly cell-type-specific

and often involve loci clustered around TAD boundaries. These data point to key roles of invariant TAD boundaries in constraining as

well as mediating cell-type-specific long-range interactions and gene regulation.
Introduction

The three-dimensional (3D) structure of chromosomes is

thought to play a critical role in gene regulation.1,2 At

the nuclear level, individual chromosomes occupy their

own territories,3,4 although some intermingle where they

touch.5 Larger chromosomes tend to be positioned more

peripherally, whereas smaller, gene-dense chromosomes

are preferentially located near other small chromosomes

in the center of the nucleus.6,7 Chromosomes themselves

are compartmentalized so that active (open) and inactive

(closed) chromatin domains are spatially separated. In

Hi-C data this is apparent through the detection of several

A-type and B-type compartments:8–11 large chromatin do-

mains (up to several megabases) that alternate along the

length of the chromosomes. A-type compartments repre-

sent active regions of chromosomes as assessed by gene

expression and the presence of chromatin features such as

DNaseI sensitivity and the presence of active histone mod-

ifications (H3K4Me3, H3K27Ac). B-type compartments

typically display little or no transcription and are composed

of closed chromatin. A-type compartmentsmight represent

transcription factories where active genes cluster together,

whereas inactive chromatin is partitioned to repressed nu-

clear sites, such as the nuclear periphery.12–15

At a considerably smaller scale, chromatin organization

plays a direct role in the regulation of gene expression

through looping interactions between gene promoters

and their distal regulatory elements, including enhancers

and CTCF-bound insulator-like elements. Such locus-spe-
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cific looping interactions mostly occur on a scale of a few

kilobases up to 1Mb.11,16–28 This is consistent with genetic

analyses and functional studies that show that most regu-

latory elements act on a length scale of several hundred

kilobases.29,30

Recently, an additional feature of chromatin organiza-

tion was described at intermediate length scales: topologi-

cally associating domains (TADs).31–33 TADs are defined as

contiguous chromatin domains that display relatively high

levels of self-association, separated by boundaries. Loci

located in adjacent TADs interact much less frequently

than those within the same TAD, suggesting that TAD

boundaries act as physical insulators. TADs range in size

from several hundred kilobases to a few megabases and

are found across cell types and across species.31,32 TAD

boundaries often correlate with CTCF sites, and a subset

of TAD-like domains have been shown to form loops where

the two domain boundaries both associate with CTCF and

interact with each other.11 Similarly, in C. elegans, TAD

boundaries on the X chromosome directly interact with

each other, and these interactions depend on the dosage-

compensation complex.34 CTCF has been proposed to

act as an insulator, preventing communication between el-

ements located on either side of its binding site. Consistent

with an insulation role, TAD boundaries reduce physical

contacts between loci located in adjacent TADs. Support-

ing the idea of TAD boundaries as insulators, deletion of

a TAD boundary region causes the two neighboring TADs

to partially intermingle.32 TADs seem to be invariant be-

tween the small set of cell types studied to date,31,32,35
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although differences in the internal organization of TADs

have been observed in different cell lines.24,32,35 TADs are

also structurally modulated during the cell cycle; they

disappear in mitosis and reform in early G1.36,37

Several lines of evidence indicate that TADs are impor-

tant for appropriate regulation of gene expression. First,

genes located within a TAD can show more correlation

in their expression during cell differentiation than do

genes located in different TADs.32 Second, domains of

histone modifications and Lamin association, both fea-

tures related to the expression status of genes, correlate

with a subset of TADs.32,38 Third, an enhancer sensor

approach allowed the identification of functional do-

mains that represent target regions of enhancers. These

domains correlate well with TADs, suggesting that regula-

tory elements can act on entire TADs as a structural

unit.30

A major question is whether TADs are defined by their

boundaries only or whether their formation is determined

or facilitated by looping interactions between loci, e.g., be-

tween promoters and enhancers, located inside TADs.39

Thus, a key question is whether TADs act upstream of chro-

matin looping or whether TADs are, at least in part, driven

by looping interactions within them. Another question is

whether and how TADs interact with each other, e.g., to

form larger compartments,40 and whether specific ele-

ments are involved. In order to examine the relationship

between TAD structure and promoter-enhancer looping in-

teractions inmore depth, we analyzed a 2.8Mb region con-

taining the cystic fibrosis transmembrane conductance

regulator gene (CFTR [MIM: 602421]) on chromosome 7.

We and others have previously used 3C to identify several

regulatory elements that are located up to 200 kb from the

CFTR promoter and that directly loop and interact with the

promoter and with each other.18,21 Here we analyzed

the chromosome conformation of a 2.8 Mb region around

CFTR by using 5C41 to identify TADs and the presence of

specific looping interactions between genes and distal reg-

ulatory elements. The 5C data reveals six TAD boundaries

that are located at the same positions in all cell types, indi-

cating that they are conserved not only in different tissues

but also between cancer cell lines. In contrast, looping in-

teractions between gene promoters and distal elements are

highly cell-type specific and occur most frequently within

invariant TADs. Interestingly, interactions between TADs

are much less frequent but are also highly cell-type specific

and involve loci clustered near TAD boundaries. Our data

support a model where TAD boundaries play critical roles

in controlling long-range chromatin interactions both

within and between TADs.
Material and Methods

Cell Culture
All cell lines were grown with antibiotic (1% penicillin-strepto-

mycin). GM12878 lymphoblastoid cells (Coriell Cell Repositories)
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were grown in RPMI 1640 medium supplemented with 2 mM

L-glutamine and 15% fetal bovine serum (FBS). HepG2 hepatocel-

lular carcinoma cells (from the American Type Culture Collection

[ATCC]) were grown in MEMa with 10% FBS. Caco2 colorectal

adenocarcinoma cells (ATCC) were grown in MEMa with 20%

FBS. Calu3 lung adenocarcinoma cells (ATCC) were grown in

ATCC-formulated E-MEM with 10% FBS. Capan1 pancreas adeno-

carcinoma cells (ATCC) were grown in IMDM with 20% FBS. Cell

densities were maintained as recommended, and Accutase (Life

Technologies) was used for detaching adherent cells from plates.

Chromosome Conformation Capture Carbon Copy
5C Experiments

Chromosome conformation capture carbon copy (5C) was carried

out as previously described.25,41 We investigated a 2.8 Mb region

on chromosome 7 (hg18 chr7: 115597757–118405450) contain-

ing the ENCODE region ENm001.42 The 5C experiment was

designed to interrogate looping interactions between HindIII frag-

ments containing transcription start sites (TSSs) and any other

HindIII restriction fragment (distal fragments) in the target region.

Libraries were generated for five cell lines: Caco2, Calu3, Capan1,

GM12878, and HepG2; there were two biological replicates for

each line.

5C Probe Design

5C probes were designed at HindIII restriction sites (AAGCTT)

with previously developed 5C primer-design tools and made pub-

licly available online at our My5C website.43 Probes were designed

on the basis of the ENCODE manual region 1 (ENM001) design,25

and additional probes were placed throughout the region when

appropriate. We also added probes to extend the analysis to

include a 700 kb gene desert region located directly adjacent to

ENM001. All probe locations can be found in Table S1, available

with this article online. Probe settings were as follows: U-BLAST,

3; S-BLAST, 100; 15-MER, 3,000; MIN_FSIZE, 250; MAX_FSIZE,

20,000; OPT_TM, 65; and OPT_PSIZE, 40. We designed 74 reverse

5C probes and 605 forward 5C probes.

Generation of 5C Libraries

Chromosome conformation capture (3C) was performed with

HindIII restriction enzyme as previously described44,45 for

Caco2, Calu3, Capan1, GM12878, and HepG2 cells with two bio-

logical replicates for each cell line. The 3C libraries were then inter-

rogated by 5C.41,46 We analyzed the region by pooling all probes

for a final concentration of 0.5 fmol/ml. In total, 75 reverse probes

and 605 forward probes were pooled for a possible 44,770 interac-

tions. We included control probes in other regions as follows:

Enm002 (Chr5), 45 reverse probes; Enm004 (Chr22), 46 reverse

probes; Enm008 (Chr16), 28 probes; Enr311 (Chr14), 67 reverse

probes; Enr112 (Chr13), 53 reverse probes; Enr113 (Chr4), 53 for-

ward probes; Enr131 (Chr2), 65 forward probes; Enr232 (Chr9), 50

forward probes; Enr233 (Chr15), 52 forward probes; and Enr332

(Chr11), 42 forward probes. All probes in these ENCODE regions

are the same as those previously published.25

5C was performed as described25 with the following changes:

ten ligation reactions were performed for each 5C library, each

containing an amount of 3C template that represents 400,000

genome equivalents and 2 fmol of each primer.

5C Read Mapping

Sequencing data were obtained from an Illumina GAIIx ma-

chine and processed by a custom pipeline for mapping and

assembly of 5C interactions, as previously described.25,43 We

used an updated version of the Novoalign mapping algorithm

(V2.07.11).
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Measures regarding the 5C library quality, mapping efficiency,

and other mapping statistics are available in Table S2. Table S3

summarizes the read depth of each 5C library. Pearson correlation

coefficients between the biological replicates are available in

Table S4.

5C Bias Correction

5C experiments involve a number of steps that can differ in effi-

ciency, thereby introducing biases in efficiency of detection of

interactions. These biases could be due to differences in the effi-

ciency of crosslinking, the efficiency of restriction digestion

(related to crosslinking efficiency), the efficiency of ligation

(related to fragment size), the efficiency of 5C probes (related to

annealing and PCR amplification), or the efficiency of DNA

sequencing (related to base composition). All of these potential

biases—several of which (for example, crosslinking efficiency,

PCR amplification, base-composition-dependent sequencing effi-

ciency) are common to other approaches, such as chromatin

immunoprecipitation—will have an impact on the overall effi-

ciency with which long-range interactions for a given locus (re-

striction fragment) can be detected. We implemented the

following steps to estimate and correct for such technical biases.

Probe Filtering—Cis-Purge

Not all probes are represented equally in our 5C dataset as a result

of over- and under-performance in the assay. As the first step in our

data correction pipeline, we remove probes that perform signifi-

cantly differently than the overall set. The relative performance

of each probe is determined as follows. First, a global average rela-

tionship between interaction frequency and genomic distance is

calculated via Loess smoothing for each dataset. Interaction pro-

files anchored on each probe across the 2.8 Mb region are then

compared to this global average. If the individual Loess is more

or less than 0.85 of the scaled Z score distance (a measurement

of the number of standard deviations a data point is from the

mean) from the average global Loess, the probe is flagged as prob-

lematic. If a probe is flagged as problematic in more than 40% of

the datasets, it is removed from downstream analysis from all data-

sets. Using this threshold, we removed 34 probes from down-

stream analysis (Table S5).

Singleton Removal

As we examined the 5C datasets, we noticed several instances

when the interaction between two probes was much higher

than neighboring interactions by an order or magnitude or

more. Although there were not many of these ‘‘blowouts,’’ we

removed them from the dataset to avoid problems downstream

during peak calling. Thus, we removed any interaction that had

a Z score of 12 or more, resulting in the removal of 44 individual

interactions (out of 44,770 interrogated interactions) from down-

stream analysis (Table S6). To calculate the Z score of a given data

point, we used the following equation:

Z ¼ ðx� mÞ=s;

where the Z score (Z) is the read count (x) minus the population

mean read count (m) divided by the standard deviation (s). This

measurement was calculated for the given genomic distance be-

tween the corresponding loci, meaning the average and standard

deviation of the read count were calculated only for points sepa-

rated by the same genomic distance as the data point (x).

Coverage Correction

Once the outlier probes and blowout interactions were removed

from the 5C dataset, the profiles of each probe were normalized

so that they could be quantitatively compared to each other.

Here, we slightly modified a previous method25 such that we
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used only local (cis) chromatin interaction data (within the

2.8 Mb CFTR region). First, all 5C datasets were read-normalized

(each interaction value was divided by the number of reads ob-

tained for that dataset). Second, to determine how probes might

perform differently as a result of non-biological technical biases

(see above), we combined all ten 5C datasets. Next, a global

average relationship between interaction frequency and genomic

distance was calculated with Loess smoothing, and the interaction

profile detected with each probe was compared to this average. In

the absence of any technical detection bias, we assumed that the

overall profile of each probe was similar to the dataset-wide

average profile. For each probe we then calculated a correction fac-

tor by which the profile of that probe should be lifted or lowered in

order to match the average Loess profile from the entire combined

dataset. We then calculated this correction factor as follows: we

first converted interactions into Z scores by using the Loess values

for the corresponding genomic distance as average and the stan-

dard deviation around that average at the corresponding genomic

distance (as described above and in Sanyal et al.25). Zeros were

excluded. We then calculated the average Z score for each row

and column of the interaction map (corresponding to all interac-

tions detected with individual forward and reverse 5C probes) but

left out the top and bottom 5% of values. This calculation yielded

average Z score values for each probe, and we used these as correc-

tion factors. To correct individual interactions, detected by pairs of

probes, we combined correction factors as follows. The corre-

sponding averaged Z score values of the two probes were summed.

The corrected interaction frequency was then calculated as

corrected interaction ¼ Loess value� ðsum of average Z scoresÞ
3 standard deviation:

The Loess value and standard deviation were calculated for each

genomic distance as described above and in Sanyal et al.25

We used this bias-correction approach to correct each of the ten

individual read-normalized datasets to produce the final bias-cor-

rected datasets. By combining the datasets before correction to

calculate correction factors, we reduced the risk of overcorrecting

certain probes that were truly giving high biological signals in

one cell line. When the datasets were combined, this biologically

high signal was averaged with the other lower signals, giving that

interaction a less stringent correction. If correction factors were

calculated for each dataset separately, the interaction profile would

be penalized for giving such a high interaction and would be cor-

rected too harshly.

Data corrections did not change the overall structure of the data.

In fact, analysis of specific probes from raw and corrected data

show few differences in their profiles, indicating that probes

display only minor differences in detection efficiency. Further-

more, domains detected with the corrected 5C interaction maps

are very similar to those obtained with a completely indepen-

dently obtained high-resolution Hi-C interaction map.11

Insulation Index

To define regions of our dataset that contain TAD boundaries, we

calculated an insulation score along the locus.34,47 This method is

based on the concept that TAD boundaries act as physical insula-

tors that prevent or inhibit interaction across them. First, 5C data

were binned at 100 kb with a 103 (10 kb) step size. Next, we calcu-

lated for each bin the combined number of observed interactions

across it by summing all interactions between loci located up to

250 kb upstream and loci located up to 250 kb downstream of

the bin. This sum was then calculated for each bin along the
ican Journal of Human Genetics 98, 185–201, January 7, 2016 187



2.8 Mb locus, then divided by the average sum of all bins to give

insulation scores. We plotted insulation scores along the locus to

obtain an insulation profile. (Figure S11). Local minima in this

profile represent bins that display the largest insulation and thus

indicate the positions of TAD boundaries. We detected local

minima in the insulation profiles by identifying the bins with

the lowest insulation scores in a local 490 kb window. We then

set the midpoint of this low-value bin as the boundary.

Peak Calling

To detect statistically significant looping interactions at the restric-

tion-fragment level, we applied a ‘‘5C peak calling’’ algorithm as

described before25 with the following modifications. We called

peaks on three different subsets of the data—all the data, intra-

TAD data, and inter-TAD data (Figures S14–S16 and Table S7).

Peaks called on intra-TAD and inter-TAD data were called after

the TAD boundaries were defined as described above. Peak calling

for intra-TAD and inter-TAD interactions was done separately

because the background signal is overall higher within TADs

than between TADs. Thus, by performing peak calling separately

for intra-TAD and inter-TAD signals (and by using different back-

ground estimations for the two sets of interactions), we avoid call-

ing many false positives for intra-TAD signals (that tend to be

higher) and suffering false negatives for inter-TAD signals (that

tend to be of lower frequency). Peaks were defined as signals

that are significantly higher than expected. Expected values were

calculated as follows: for peak calling for the complete dataset,

we calculated the average interaction frequency for each genomic

distance by using Loess smoothing (alpha value 0.01). This pro-

vides a weighted average and a weighted standard deviation at

each genomic distance. For peak calling within or between TADs

separately, we calculated the average interaction frequency for

each genomic distance by using Loess smoothing with only

intra-TAD or inter-TAD data, respectively (alpha value 0.01). We

assume the large majority of interactions were not significant

looping interactions, and therefore we interpret this weighted

average as the expected 5C signal for a given genomic distance.

We then transformed observed 5C signals into a Z score by calcu-

lating the (observed value� expected value)/standard deviation as

described earlier, where the observed value is the detected 5C

signal for a specific interaction, the expected value is the calcu-

lated weighted average of 5C signals for a specific genomic

distance, and the standard deviation is the calculated weighted

standard deviation of 5C signals for the corresponding genomic

distance. Once the Z scores were calculated, their distribution

was fit to a Weibull distribution. p values were calculated for

each Z score and transformed into q values for false discovery

rate (FDR) analysis. We used the ‘‘qvalue’’ package from R (qvalue.

cal [siggenes]) to compute the q values for the given set of p values

determined from the fit to the Weibull distribution. We used a

stringent FDR threshold of 0.001%. We chose this threshold

because it was the most stringent FDR at which all known ‘‘gold

standard’’ looping interactions in the CFTR locus were detected

in the appropriate cell lines by previous 3C studies, and these in-

teractions were not deemed significant in cell lines that do not

express the genes and were shown by 3C to not display these

long-range interactions.18,21 We called peaks in each 5C biological

replicate separately and then took only the peaks that intersect

across replicates as our final list of significant looping interactions.

Using this cutoff, the fraction of peaks that we observed in both

replicates was comparable to that in our previous 5C studies.25

We note that interactions that were statistically significant in

only one replicate were still significantly more frequent in the sec-
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ond replicate than were interactions that were not significant in

either replicate (Figure S13), similar to results from our previously

published 5C studies.25 This suggests that these interactions may

in fact be bona fide looping interactions but that the typically

low signal-to-noise ratio in these experiments prevented their

reproducible detection. By limiting our analysis to long-range in-

teractions that were statistically significant at a very stringent

FDR in both replicates we restricted our analysis to the strongest

signals, but might have introduced false negatives.

RT-PCR
Gene expression levels were determined with qRT-PCR. Three

technical replicates and three biological replicates were performed

for each cell line. Gene expression levels were analyzed with a

StepOnePlus instrument (Applied Biosystems) with the Power

SYBR Green RNA-to-Ct 1-step kit (Life Technologies). Results

were normalized to HPRT as an internal control. Any results

with a Ct value higher than 34 were considered ‘‘not expressed.’’

RT-PCR primers were designed in neighboring exons with the

Primer3 tool. We assayed primers for effectiveness by checking

their titration ability and whether they gave a single melt curve.

Primers used for this experiment can be found in Table S8.
Results

Generation of 5C Chromatin Interaction Maps in Five

Cell Lines

Todetermine the relationshipbetween the locationof TADs

and the presence of chromatin looping interactions be-

tween genes and regulatory elements, we applied 5C,41

the first method that combines 3C with a variant of hybrid

capture. 5C is particularly well suited for such analysis as it

allows cost-effective simultaneous high-resolution (single

restriction fragment) detection of looping interactions25

and analysis of large chromosomal domains to identify

TADs.32 We applied 5C to analyze the conformation of a

2.8 Mb domain on human chromosome 7 (Figure 1A). We

chose this region because it is centered on the cystic fibrosis

transmembrane conductance regulator (CFTR) gene, where

we and others previously identified several cell-type-spe-

cific looping interactions between the CFTR promoter and

distal enhancers and CTCF-bound elements.18,21 Addition-

ally, the region is sufficiently large to cover several TADs.31

We used a 5C capture probe set (Figure 1A) that places

reverse probes on gene promoters and forward probes on

the remaining restriction fragments in the region. This

design allows capturing of long-range interactions between

gene promoters and surrounding chromatin, e.g., distal en-

hancers. This design contains 74 reverse probes and605 for-

ward probes for a possible 44,770 interrogated interactions.

We selected a panel of cell types, including three cell

lines (Caco2, Calu3, and Capan1) known to express

CFTR, to study. These cell lines are derived from different

locations in the body: Caco2 cells are colon-derived colo-

rectal adenocarcinoma cells; Calu3 cells are lung-derived

adenocarcinoma cells; and Capan1 cells are pancreas-

derived adenocarcinoma cells. It is likely that distinct

cell-type-specific enhancers are involved in the expression
, 2016



Figure 1. Generation of 5C Chromatin Interaction Maps
(A) 5C region showing probe design. Red fragments represent reverse probes. Blue fragments represent forward probes.
(B) Raw 5C data plotted as all reverse primers versus all forward primers. Color scale: white to orange to red to black, where white rep-
resents no detected interaction frequency and black represents the highest interaction frequency.
(C) Steps in our data-correction pipeline. Misbehaving probes are removed first, then PCR blowouts are removed. The final step normal-
izes all probes to each other (coverage correction). For full details, see Material and Methods.
(D) 5C data after coverage correction. White stripes running through the heatmap indicate misbehaving primers that were removed in
the correction steps.
(E) Binned heatmap of raw data, before they were run through the correction pipeline.
(F) Binned final 5C data after data correction. Data are binned in 100 kb windows with a 10x step. All heatmaps are plotted on the same
scale throughout the paper, unless indicated.
of CFTR in these diverse tissues. We also included two cell

lines that do not express this gene: the lymphoblastoid cell

line GM12878 and the liver-derived hepatocellular carci-

noma cell line HepG2.

Figure 1B shows raw 5C data obtained from GM12878

cells. Reverse probes are plotted as rows and forward probes

as columns in interaction heatmaps. Each intersection be-

tween a reverse and forward probe represents a measured

interaction frequency between two genomic loci (restric-

tion fragments). As expected, neighboring genomic re-

gions interact with each other frequently, creating a black

‘‘diagonal’’ through the middle of the heatmap. As the

genomic distance between fragments increases, the inter-

action frequency predictably decreases.44,48

5C data were corrected for detection biases as we did pre-

viously,25 with some modifications (see Material and

Methods). First, we removed data obtained with probes

that performed aberrantly (in that they reported interac-

tion frequencies that were either too high or too low; see
The Amer
Figure 1C; Material and Methods). Second, individual in-

teractions were removed when deemed to be outliers

(Figure 1C and Material and Methods); and third, data

were corrected for any remaining minor variations in

probe efficiency. The corrected data are displayed in

Figure 1D. Figures 1E and 1F show the same data as Figures

1B and 1D, but here the chromatin interaction maps are

binned and display the 5C region versus itself (all heat-

maps in this paper are binned in 100 kb bins with a 10

kb step size). Raw and corrected data for all cell lines and

replicates can be found in Figures S1–S10. Pearson correla-

tion analysis showed that replicates of the same cell line

are highly correlated and also tend to be more correlated

with each other than with replicates from different cell

lines, as expected (Table S4).

Identification of TADs

Hundreds of kilobases in size, TADs are consecutive regions

wherein loci associate and mix more frequently with each
ican Journal of Human Genetics 98, 185–201, January 7, 2016 189



Figure 2. Detection of TADs via Insulation Profiles
(A–E) Heatmaps and corresponding insulation profiles for each cell line: Caco2, Calu3, Capan1, GM12878, and HepG2. Minima in the
profiles represent boundaries between two TADs.
(F) The insulation profiles for all five cell lines are plotted in one graph.
(G) The heatmap is a combined map of all our data. Below is the average insulation profile of all the data.
(H) Our insulation index method run on human embryonic stem cell Hi-C data from Dixon et al., 2012.31 This heatmap is binned as in
the Dixon et al. paper with 40 kb bins. Its color scale is from 0 to 35.
(I) The 5C region TAD calls based on our insulation profile are compared with the TAD calls made with the method in Dixon et al.
other than with loci located in adjacent TADs.31,32 Visual

inspection of the binned 5C interaction maps indicates

that TAD structures are readily detected as triangles of

strong self-association along the region (Figures 1E and

1F and Figure 2). We employed a straightforward, previ-

ously published approach to quantify the pattern of TAD

signals along the locus.34,47 The approach is based on the

observation that TAD boundaries represent loci across

which few long-range chromatin associations, i.e., associa-

tions between loci located upstream and downstream of

the boundary, occur.31 We quantified the relative fre-

quency of interactions occurring across each bin

throughout the 2.8 Mb region.34 We refer to this number

as the insulation score of a genomic location. We then

plotted these scores along the region to obtain an ‘‘insula-

tion profile’’ for each cell line (Figures 2A–2E; Figure S11;

see Material and Methods). Minima in the insulation pro-

file represent TAD boundaries, across which interactions

occur at a low frequency. Insulation profiles and the loca-

tions of TAD boundaries were not dependent on the size

of the window used for calculation of the insulation score

(Figure S11). Because we used binned data with a step size
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of 10 kb, the resolution of minima detection is around 10

kbþ/� 10 kb (as shown in Crane et al.34). Figures 2A–2E

show binned 5C interactionmaps for all cell lines and their

insulation profiles plotted below. Strikingly, although the

amplitude of the signal varies, the insulation profiles of

all five cell lines are overall very similar in that TAD bound-

aries are present at the same locations (Figure 2F and

Figure S11). Furthermore, we compared our 5C data to pre-

viously published Hi-C data in human embryonic stem cell

lines (ESCs)31 (Figure 2H). The overall TAD organization in

ESCs as detected by Hi-C and quantified by our insulation

score approach is again very similar to the organization

we detected by 5C (Figure 2H). We note that there are

some differences (e.g., the region around position

116,250,000 bp). These could represent real differences

in TAD boundary positions between ESCs and differenti-

ated cells, or they could reflect experiment-dependent var-

iations in interaction patterns, e.g., as a result of the lower

resolution of the Hi-C data.31

These results confirm and extend earlier observations

that TADs are similar, but not always identical, in

different cell types.31,32 Because the insulation profiles
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Figure 3. Gene Expression within the 5C
Region Is Not Related to TAD Structure
Relative gene expression is plotted for the
five cell types studied. The TAD structure
of the locus is shown below the graph for
reference.
are extremely similar between the five differentiated cell

lines studied here (Figure 2F and Figure S11), we created a

consensus insulation profile by calculating the average

profile across all five differentiated cell lines to use for

downstream analysis (Figure 2G). Six TAD boundaries

define seven TADs in the regions (Figure 2I).

Previous studies have shown that, in general, TAD

boundaries are enriched in gene promoters and CTCF sites,

as well as in several other features.11,31,49,50 In order to

determine whether the TAD boundaries we identify here

also contain promoters and CTCF sites, we examined the

TAD boundary regions to determine what features were

present. We noticed that the TAD boundaries in this

region were not very close to gene promoters, but rather

were near the 30 ends of genes. The midpoint of the

boundary between TADs 1 and 2 is around 10 kb from

the 30 end of the Caveolin 1 gene (CAV1 [MIM: 601047]).

The closest promoter is 45 kb away. Additionally, the

boundary between TADs 2 and 3 occurs 9 kb from the 30

end of the Capping Protein Alpha 2 gene (CAPZA2

[MIM: 601571]), and the boundary between TADs 3 and

4 occurs 3.5 kb from the 30 end of the Suppressor of Tumor-

igenicity 7 gene (ST7 [MIM: 600833]). Also, the boundary

between TADs 4 and 5 occurs within the Ankyrin Repeat,

SAM, and Basic Leucine Zipper Domain-containing 1

gene (ASZ1 [MIM: 605797]), 7 kb from its termination

site but 57 kb from its promoter. The boundary between

TADs 5 and 6 contains the 30 end of the Coractin-binding

Protein 2 gene (CTTNBP2 [MIM: 609772]). Located 13.5 kb

from the LSM8 Protein gene promoter (LSM8 [MIM:

607288]), the boundary between TADs 6 and 7 is the

only one that is closer to a gene promoter than to a gene

end. Thus, although there is genome-wide enrichment of

TAD boundaries near gene promoters, we conclude that

this is not the case for every TAD boundary and suggest
The American Journal of Human G
that gene promoters are not essential

for TAD boundary formation. We do

find that all six boundaries are located

very close to CTCF sites (< 10–20 kb,

which is within the resolution of

the binned 5C data used for boundary

calling), as reported before,31 and that

many of these sites are at or near the

30 end of genes (Figure S11). Further-

more, we observed that the TADs we

identify here closely align with a set

of CTCF-CTCF loops detected by

high-resolution Hi-C followed by

extremely deep sequencing.11 Thus,
our data suggest that CTCF binding, and not promoter

sequences, contributes to TAD boundary formation.

However, we also note that many CTCF sites are found

within TADs as well, indicating that CTCF is not suffi-

cient for boundary formation, consistent with previous

studies.32,50–52

TAD Positions Are Not Affected by Cell Type-Specific

Gene Expression

To investigate the relationship between TADs and gene

expression, we measured the expression level of all genes

in the 2.8 Mb region in the five cell lines studied (Figure 3).

Interestingly, we found that several TADs (TADs 4–6) were

transcriptionally silent in some cell lines but displayed

transcription of at least one gene in other cell lines. Yet

TAD boundaries are the same whether or not the TAD con-

tains an expressed gene. This is particularly well illustrated

in GM12878 and HepG2 cells where TADs 4, 5, and 6 are

transcriptionally inactive, but the same set of TAD bound-

aries that separate them is present in cells that do express

genes located in these TADs. On the other hand, TADs 1

and 2 have at least one gene active in each cell line, but

the precise set of genes that is active differs between

different cell lines, and TAD boundaries are invariant as

well. Together, these observations indicate that TAD

boundaries occur irrespective of gene transcription and

are not determined by the expression status of genes

located within TADs.

Identification of Long-Range Looping Interactions

Next, we set out to identify specific and statistically signif-

icant long-range interactions such as promoter-enhancer

contacts throughout the 2.8 Mb domain. Previously, we

developed and applied a statistical methodology to iden-

tify pair-wise interactions that occur between individual
enetics 98, 185–201, January 7, 2016 191



Figure 4. Significant and Strong Long-Range Interactions Occur Mostly within TADs
(A) Scaling plot showing the average read count versus genomic distance in Calu3 cells. Interactions from the whole dataset are green,
interactions from the intra-TAD space are blue, and interactions from the inter-TAD space are red.
(B) Scaling plot showing only significant long-range interactions in the three different spaces in Calu3 cells. Coloring is the same as in
(C). Scaling plots for all cell lines are shown in Figure S12.
(C) The number of significant interactions (across all cell types) is plotted for different genomic distances; only the intra-TAD and inter-
TAD data are used. Significant long-range inter-TAD interactions between loci separated by less than 20 kb are not included because these
represent regions around TAD boundaries that are particularly frequently involved in interactions (see Figure 6F). Inset: The total num-
ber of interrogated interactions for intra-TAD (blue) and inter-TAD (red) datasets is plotted versus genomic distance.
restriction fragments in a 5C dataset significantly more

frequently than expected.25 The approach first uses the

complete dataset to calculate the baseline contact fre-

quency of pairs of loci (restriction fragments) as expected

on the basis of their genomic site separation. Then, indi-

vidual interactions between pairs of loci are identified

that are significantly above this baseline. Importantly,

and as we have stated before,25 not all statistically signifi-

cant interactions identified in this manner represent spe-

cific point-to-point looping contacts: a pair of loci can

also interact more frequently than expected when they

are brought into relatively close proximity as a result of

looping between nearby sites, e.g., when they are located

within a loop formed by a different pair of loci11,25,53

(see below for discussion).

One limitation of previous analyses of long-range loop-

ing interactions25,54 is that they did not take the presence

of TADs into account when calculating the expected base-

line interaction frequency, which biases detection of intra-

TAD looping because of the overall increased interaction

frequency within these domains. Here we further refined

our long-range detection approach by taking into consid-

eration the presence of TADs. Specifically, we calculated

the expected baseline interactions separately for interac-

tions occurring within and between TADs. For comparison,

we also performed our peak-calling approach on the entire

dataset while ignoring TADs, as we did previously (Material

and Methods and Sanyal et al.25). When an FDR of 0.001%

is used, the two different approaches give similar but not

identical sets of statistically significant looping interac-

tions, indicating that the presence of TADs has some

impact on our ability to detect statistically significant sig-

nals (Figure S17). For our analyses, we used the set of signif-

icant interactions that were detected in two independent

biological replicates when we explicitly took TADs into

consideration (Figures S15 and S16).
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Overall, we found that reproducibility of statistically sig-

nificant interactions is very comparable to our previous 5C

studies.24,25 Interestingly, intra-TAD looping interactions

aremore reproducible that inter-TAD interactions, possibly

because these tend to display much higher interaction fre-

quencies (see below; Figures S15 and S16).

Loci located within a TAD generally interact more

frequently than pairs of loci separated by the same

genomic distance but located in different

TADs.11,31,32,49,54 We can visualize this for our 5C dataset

by plotting all intra-TAD and inter-TAD interactions as a

function of their genomic site separation (Figure 4A and

Figure S12). This plot shows that at a given genomic dis-

tance, any intra-TAD interactions occur more frequently

than inter-TAD interactions. We also note that, up to

several hundred kilobases, the interaction frequency de-

cays with genomic distance as a power law with a slope

of around �0.5. As we have shown before,36 this slope is

consistent with the formation of arrays of consecutive,

non-overlapping chromatin loops, suggesting similar

consecutive loop formation at that length scale within

TADs (see below).

As a result, the interaction frequency of statistically sig-

nificant looping interactions within TADs is also higher

than the interaction frequency of statistically significant

inter-TAD looping interactions, even when they involve

loci separated by the same genome distance (Figure 4B

and Figure S12).

We see that the majority of significant inter-TAD interac-

tions occur over distances of 200 kb and greater, whereas

intra-TAD interactions are mostly evenly spread between

distances of 20–300 kb (Figure 4C). To explore this further,

we corrected for differences in numbers of interrogated in-

ter-TAD and intra-TAD interactions at different genomic

distances (Figure 4C, inset) by calculating the percentage

of interrogated inter- or intra-TAD interactions that were
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statistically significant as a function of genomic distance

between the loci. Note that our peak calling approach cor-

rects for differences in the baseline frequency of interac-

tion within and between TADs. Strikingly, we found that,

up to approximately 200 kb, significant long-range interac-

tions occur almost exclusively within TADs. In absolute

numbers, for loci separated by 20 kb up to 200 kb, we

found that 184 out of 192 significant interactions occurred

between pairs of loci located within the same TAD. Further-

more, these intra-TAD interactions were relatively strong.

Inter-TAD interactions were observed mostly for loci sepa-

rated by more than 200 kb. These interactions were much

less strong than intra-TAD interactions (Figure 4). Com-

bined, these results show that frequent looping interac-

tions between promoters and distal loci occur mostly

within TADs and over several hundred kilobases, consis-

tent with the enhancer-promoter connectivity predicted

by independent computational methods,55 whereas

much less frequent, but statistically significant, interac-

tions occur between loci located in different TADs, and

those involve loci separated by much larger (>200 kb)

distances.

When we compared looping interactions among the five

cell lines, we found that the majority of interactions were

cell-type specific, a minority of interactions were observed

in two ormore cell lines, and only a handful of interactions

were observed in all five cell lines. This holds for interac-

tions within TADs and for interactions that occur between

TADs (see below). This is consistent with other 5C ana-

lyses.24,25 Thus, looping interactions within and between

TADs are highly tissue specific, whereas TAD boundaries

are largely cell-type invariant.

CFTR Promoter-Enhancer Loops Occur within a

Single TAD

We next focused our analysis on long-range interactions of

the CFTR gene. Previous studies have identified a number

of putative cell-type-specific regulatory elements within

and flanking CFTR (see reviews56,57). These were identified

as DNase I hypersensitive sites (DHSs), often representing

nucleosome-free DNA sequences that can interact with

transcription factors. These elements are spread out over

several hundred kilobases, making it difficult to predict

what gene(s) they regulate. Interestingly, we found that

all these previously identified elements were located

within a single TAD. Some of these elements, located

44 kb and 35 kb upstream of the promoter, in introns 1

and 11, and þ202 kb downstream from the TSS

(the þ15.6 kb DHS in58), have been shown to act as

enhancer elements when tested in luciferase assays and

contain chromatin marks typically associated with

enhancer activity in CFTR-expressing cells.18,21,59,60 3C

studies revealed that several of these enhancer elements

(in introns 1 and 11 and þ202 kb downstream from the

TSS) directly loop to the CFTR promoter, and to each other

specifically in cells that express CFTR, but not (or much

less frequently) in cells that do not express
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CFTR.18,21,59,60 These studies strongly suggest that these el-

ements regulate CFTR. The CFTR promoter was also found

to interact with several CTCF-bound sites located ~21 and

~80 kb upstream of the gene in Caco2 cells, but not in non-

expressing cells even though CTCF is bound to the same el-

ements in those cells.18

The 5C analysis presented here reproduced most of the

previously identified looping interactions between the

CFTR promoter and distal regulatory elements, validating

the approach. First, in all three CFTR-expressing cells

(Caco2, Capan1, and Calu3), we detected significant inter-

action frequencies between the CFTR promoter and the

known CFTR enhancer located within intron 11 (108 kb

downstream of the TSS) (Figures 5M–5O). In cells that do

not express CFTR, this interaction is either strongly

reduced (GM12878) (Figure 5P) or not significant

(HepG2) (Figure 5Q).

Second, in Caco2 cells the CFTR promoter interacts with

a region that falls just downstream of the gene (202 kb

downstream of the promoter) and contains a known

enhancer, consistent with previous 3C studies performed

with this cell line18,21 (Figure 5M). This interaction is not

observed in CFTR-expressing Calu3 and Capan1 cells or

in the non-expressing GM12878 and HepG2 cells.

Third, in Calu3 cells the promoter loops to several addi-

tional sites that are located upstream of the promoter and

that had not been shown to engage in looping interactions

before. We note that in Calu3 cells the entire region up to

around 100 kb upstream is interacting frequently, and sta-

tistically significantly, with the CFTR promoter. Several

obvious peaks in the interaction profile stand out. The

other weaker, but statistically significant, interactions

probably represent indirect interactions that are brought

into relatively close proximity with the CFTR promoter

as a result of the other prominent looping interactions

present in the region. Interestingly, one prominent peak

in the Calu3 interaction profile involves sites located

~35–44 kb upstream of the promoter. These sites contain

a pair of previously identified lung-specific CFTR en-

hancers.59,60 These elements are active in lung-derived

Calu3 cells, as indicated by the presence of DNaseI-hyper-

sensitive sites.61

Finally, in Calu3 and Caco2 cells, but not in Capan1

cells, the active CFTR promoter engages in looping interac-

tions with CTCF sites upstream of the promoter (Figures

5M and 5N). In both cell lines the promoter loops to a

site that is located ~21 kb upstream and binds the CTCF

protein, consistent with 3C experiments.18,21 Another sig-

nificant interaction occurs at and around a site that is

located ~80 kb upstream and that also corresponds to a

CTCF-bound element. We previously used 3C to show

that this site weakly interacts with the expressed CFTR pro-

moter in some cell lines.18

From these analyses we conclude that the CFTR pro-

moter engages in several cell-type-specific long-range loop-

ing interactions with cell-type-specific distal enhancers

that are active in the corresponding cell line and that are
ican Journal of Human Genetics 98, 185–201, January 7, 2016 193



Figure 5. CFTR Regulatory Elements Are Contained within One TAD
(A–E) Zoomed-in view of the 5C chromatin interaction map. TAD5 is highlighted by the black bar. Insulation profiles for each heatmap
section are displayed below each heatmap.
(F and L) Genome browser snapshot of TAD5, showing the two genes ASZ1 and CFTR located in the TAD.
(G–K) 3C-style chromatin interaction profile anchored on the ASZ1 promoter (probe REV_404). This gene is not expressed in any of the
five cell lines.
(M–Q) 3C-style chromatin-interaction profile anchored on the CFTR promoter (REV_421). This gene is expressed in Caco2, Calu3, and
Capan1 cell lines. For (G–K) and (M–Q), the orange bar represents the location of the anchoring interaction. The dotted black lines repre-
sent the Loess standard deviation, and the thick black line represents the Loess average. The red line represents the interactions of the
genomic fragment indicated by the orange line with all other interrogated fragments in the region. Significant interactions are indicated
by large circles. Grey lines and genomic coordinates indicate locations (kb from the promoter) of known CFTR enhancer elements.
all located within the CFTR TAD. The promoter also inter-

acts with several distal CTCF-bound elements, and it seems

these elements, located within the TAD, appear not to pre-

vent looping of the promoter with enhancer elements

locatedmore distally. The role of these cell-type-specific in-

teractions with otherwise tissue-invariant CTCF sites is

currently not known (see Discussion). Interestingly, we

note that in all cell lines studied, the CFTR promoter is in-

teracting with the right boundary of its TAD. As described

below, TAD boundaries often engage in long-range interac-

tions, including with elements located in other TADs. The

relevance of these interactions is currently not known.

We note that ASZ1, located in the same TAD as CFTR, is

inactive inall cell linesanddoesnotengage inanysignificant
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long-range looping interactions (Figures 5G–5K). Thus,

distal elements that interact with the CFTR promoter do

not interact with other (inactive) promoters in the domain.

Previous studies have shown that the internal organiza-

tion of TADs depends on expression status.32,38 Therefore,

we were interested to determine the impact of the diverse

intra-TAD looping interactions in the five cell lines on

the appearance of the overall binned chromatin interac-

tion maps of the TAD. Figures 5A–5E show zoomed-in

views of TAD5, with the insulation score of this zoomed-

in region plotted below. TAD5 is indicated as the black

box, and the neighboring TADs 4 and 6 are indicated as

gray boxes. The numerous significant looping interactions

between the CFTR promoter and elements located
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downstream of the gene promoter in Caco2 cells

(Figure 5M) lead to the presence of a dark triangle located

at the right within TAD5 (Figure 5A). The numerous signif-

icant interactions present between the CFTR promoter and

the upstream region in Calu3 cells lead to the black triangle

located toward the left part of TAD5 (Figure 5B). The rela-

tively flat 3C profiles and limited looping in Capan1,

GM12878, and HepG2 cells are represented by lack of a

clear intra-TAD structure in their corresponding heatmaps

(Figures 5C–5E). Although the looping and interaction pat-

terns within TAD5 differ between cell lines, the boundary

regions of this TAD are clearly defined in all cell lines.

Thus, TAD boundaries are invariant, and the internal

organization of TADs is dependent on the pattern of cell-

type-specific looping interactions between promoters and

regulatory elements within the domain.

Long-Range Looping Interactions within Other TADs

in the Region

We detected statistically significant long-range looping in-

teractions within the other TADs. Interaction profiles for

all genes are shown in Figures S18–S24. We found that

active gene promoters were more likely to be involved in

long-range interactions than promoters that were not ex-

pressed (Figures 6G and 6H), consistent with our earlier

findings.25 For instance, CTTNBP2 is only expressed in

Capan1 cells, and it is engaged in long-range looping inter-

actions only in that cell type (Figure S23). However, the

correlation between expression and looping is not always

absolute. For example, CAV2 interacts with several ele-

ments throughout the TAD in Calu3 and Capan1 cells

that both express the gene (Figure S18). Yet no looping in-

teractions were detected in Caco2 and GM12878 cells even

though the gene is expressed in those cell types

(Figure S18). There could be technical reasons for this

(e.g., no 5C probe was included for a restriction fragment

that contains Caco2 or GM12878-specific elements or

the interaction is simply missed due to false-negatives).

Alternatively, in some cell types it might be that no distal

looping interactions are required for gene activation.

On the basis of previous analyses from our lab and those

of others,11,24,25,54 and the detailed analysis of the CFTR

locus described above, it is likely that the looping interac-

tions in these TADs also involve putative gene regulatory

elements, e.g., enhancers, and architectural elements

such as CTCF-bound elements. Indeed, many of the loop-

ing interactions overlap sites that are bound by CTCF or

that contain chromatin features that indicate the presence

of regulatory elements. In GM12878 cells, for which there

is information on the locations of predicted regulatory

elements generated by the ENCODE consortium,62,63 we

find that 99 HindIII fragments that were interrogated in

our 5C analysis overlap predicted enhancers. Out of this

set, our 5C study identified 26 that are engaged in statisti-

cally significant interactions with promoters. In this cell

type the fraction of statistically significant looping ele-

ments that involve distal enhancers is 20% (26 out of
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129 fragments that display significant interactions), which

is comparable to our earlier larger-scale analysis of long-

range chromatin interactions.25 Whether any of these ele-

ments are functional enhancers is currently not known.

Furthermore, we find that nine out of 25 interrogated

CTCF-bound insulator elements show statistically signifi-

cant long-range interactions in GM12878 cells, again com-

parable to results from our earlier studies.
Long-Range Interactions between TADs

Our analysis also identified significant long-range looping

interactions between loci located in different TADs. As

mentioned above, these interactions tend to be much

longer range (between loci separated by more than several

hundred kb), to display much lower contact frequency,

and to be less reproducible (Figure 4C and Figures S15

and S16). Interestingly, these interactions were again high-

ly cell-type specific, as were the interactions within TADs

(Figures 6A–6D). In addition, we found that many of the

inter-TAD interactions occur in zones. For instance, the

CFTR promoter interacts with an entire region located at

the boundary between TADs 5 and 6 and with a region

near the boundary between TADs 6 and 7 (Figure S22),

and these regions of elevated interactions are readily seen

in the chromatin interaction map (Figures S1 and S2).

Thus, inter-TAD interactions can appear as interaction

zones, rather than point-to-point looping interactions.

Strikingly, when we examined which loci engage in such

inter-TAD interactions, we found a strong correlation

with TAD boundaries (Figures 6E and 6F). Thus, while

the positions of TAD boundaries are invariant, loci located

near them engage in highly cell-type-specific, but rather

weak, long-range associations with loci located in other

TADs.
Discussion

TADs DoNot Depend onGene Expression or Intra-TAD

Looping between Promoters and Distal Elements

An obvious feature of our data is the set of clearly defined

TAD boundaries present in all cell lines we studied. We

identified six boundaries defining seven TADs in our re-

gion of study. We noticed that a majority (5/6) of these

TAD boundaries were located very close to the 30 end of

genes, in contrast to earlier findings that TAD boundaries

are marked by gene promoters.31,38,49 Thus, although

boundaries are enriched for promoters genome-wide,

they do not define them. We did find that all TAD bound-

aries were very close to CTCF-bound sites, confirming the

critical role of this protein in boundary formation.

TADs were present in all cell lines we examined, regard-

less of gene expression status or the presence of significant

long-range looping interactions (Figure 3). For example, in

HepG2 and GM12878 cells a set of four adjacent genes

(Wingless-type MMTV Integration Site Family, Member 2

[WNT2 (MIM: 147870)], ASZ1, CFTR and CTTNBP2)
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Figure 6. Most Interactions Are Cell-Type Specific
(A) Venn diagram showing all significant interactions detected in the five cell types in the intra-TAD space.
(B) Bar graph displaying how many significant intra-TAD interactions are shared between cell types.
(C) Venn diagram showing all significant interactions detected in the five cell types in inter-TAD space.
(D) Bar graph displaying how many significant inter-TAD interactions are shared between cell types.
(E) Diagram of the region under study; genes and TADs are indicated, and the diagram is aligned with the plot in (F).
(F) Plot displaying the average insulation profile (gray) and the average number of significant inter-TAD interactions for loci along the
region (blue line, 100 kb window, step size 10 kb). TAD boundaries (minima in insulation profile) display high levels of inter-TAD
interactions.
(G) Pie chart showing the number of expressed genes that show significant looping interactions in our datasets.
(H) Pie chart showing the number of non-expressed genes that show significant looping in our datasets.
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spanning three TADs were not expressed and do not

engage in looping within the TADs. Yet, the boundaries be-

tween TADs 4, 5, and 6 were still clearly demarcated in

both these cell lines. Thus, TADs are not maintained or

determined by gene expression within them or by looping

interactions between promoters and distal elements. A

particularly clear example of this phenomenon is provided

by theCFTR-containing TAD5 (Figure 5), which shows that

although looping interactions inside that TAD differ be-

tween the five cell lines, the TAD boundaries remain con-

stant. We note that a recent study showed that at least a

subset of TADs represent looped structures that result

from interactions between their boundaries, and these

mostly involve CTCF sites.11 Given that many CTCF sites

are bound across cell types, these interactions might

explain the cell-type-invariant nature of some TADs.

Chromatin Looping Is Correlated with Expression,

but not all Actively Transcribed Genes Have Looping

Interactions

We have shown that expressed genes have significantly

more looping interactions than non-expressed genes (Fig-

ures 6G and 6H), consistent with earlier findings.25 How-

ever, it is clearly not the case that all expressed genes

have looping interactions. Interestingly, some expressed

genes have looping interactions in certain cell lines but

not in others. For example, the CAV2 promoter is engaged

in looping interactions in Calu3 and Capan1 lines, but not

in Caco2 or GM12878 lines, even though it is expressed in

all four lines. Similarly, MET Protooncogene (MET [MIM:

164860]) is expressed in all cell lines studied except

GM12878 and shows looping interactions in all except

Caco2 cells.

Looping between Promoters and Distal Elements

Occurs Mostly within TADs

We found that looping interactions between loci separated

by up to several hundred kilobases occurred mostly within

TADs and only very rarely between TADs. It is important to

emphasize that our peak-calling approach explicitly took

the presence and location of TADs into account by using

different expected background interaction frequencies

within and between TADs. Thus, the finding that signifi-

cant looping interactions mostly occur within TADs is

not simply due to the fact that interaction frequencies

are generally higher within TADs. Statistically significant

looping interactions between restriction fragments located

in different TADs were mostly observed for loci separated

by larger genomic distances (>300–500 kb), i.e., at dis-

tances that are larger than the average TAD, even though

many inter-TAD interactions at smaller genomic distances

were interrogated. These significant inter-TAD interactions

are much lower in frequency, indicating they occur in

fewer cells in the population. Our results confirm and

extend previous work that had indicated that TADs corre-

spond to regulatory domains responsive to specific

enhancers.30,40
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Cell-Type-Specific Looping between the Promoter and

Distal Elements in the CFTR Locus

We focused our analysis on CFTR. We examined three cell

lines (Caco2, Calu3, and Capan1) that express the gene

and two cell lines (GM12878 and HepG2) that do not ex-

press the gene (Figure 3). Of the lines that do not express

CFTR, HepG2 displays no intra-TAD looping between the

CFTR promoter and any element except for one located

just at the TAD boundary, and this long-range interaction

is present in all five cell lines examined (Figure 5). This re-

gion of the CFTR locus has been shown previously to be

an area of elevated interaction frequency in several cell

lines,18 and is located very close to the TADboundary. Inter-

estingly, inGM12878cells theCFTRpromoter is inactivebut

does engage in some looping interactions, e.g., with the

known CFTR enhancers in intron 11 (þ108 kb) and just

downstream of the gene at þ202 kb18,21 (Figure 5P). It also

interacts with an upstream element known to bind CTCF.

However, the frequency of these interactions is much lower

than in cells that do express CFTR. These three interactions

with potential regulatory elements might indicate a poised

conformation of CFTR in GM12878 cells.64 Indeed, in lym-

phoblastoid cells a DNaseI-hypersensitive site is present at

the enhancer in intron 11 (ENCODE data42).

Focusing on the three cell lines (Caco2, Calu3, and

Capan1) that express CFTR in our study, we note that three

of the four looping interactions we and others previously

detected in Caco2 cells by using conventional 3C are also

present in our 5C data (the �21 kb site, intron 11 (þ108

kb), and the þ202 kb site)18,21 (Figures 5M–5O). These in-

teractions occur with relatively high frequency, both in

comparison to interactions with directly adjacent chro-

matin and in comparison to interactions in non-CFTR-ex-

pressing cells. Two of those elements, intron 11 and the

þ202 kb site, are known CFTR intestinal enhancers.18,21

The �21 kb site is a CTCF-binding element and has been

proposed to play a structural role in the 3D conformation

of the locus.65,66 We also observe a significant looping

interaction between the CFTR promoter and the DHS in

intron 11 in Calu3 cells, although the interaction is weaker

than in Caco2 cells. This is interesting because the intron

11 enhancer was shown to be inactive in 16HBE14o-

airway epithelial cells (but active in colon cells) in reporter

assays.59 Importantly, in lung-derived Calu3 cells the

enhancer in intron 11 does contain a DHS, suggesting

that in these cells the element is active.61

Calu3 cells display a CFTR intra-TAD looping pattern

that is strikingly different from that of Caco2 and Capan1.

Significant interactions occur upstream of the CFTR pro-

moter. The entire region is lifted above background, and

three clear peaks are present. Two of these peaks are known

CTCF binding sites (�21 kb and �80 kb).42,65,66 The mid-

dle peak is situated at a pair of known lung-specific CFTR

enhancers, located 35–44 kb upstream of the promoter.60

We hypothesize that the entire upstream region displays

statistically significant elevated interaction frequencies in

Calu3 cells as a result of the three strong looping
ican Journal of Human Genetics 98, 185–201, January 7, 2016 197



interactions with the CFTR promoter. Looping between

the CFTR promoter and these distal elements would also

bring their neighboring fragments into close proximity

with the promoter, as predicted from polymer rings.67

Alternately, there could be more unknown lung-specific

enhancers located in this upstream region.

Interactions between TADs

We also detected statistically significant interactions be-

tween loci located in different TADs. Interestingly, inter-

TAD interactions are as cell-type specific as the looping

interactions within TADs. However, these interactions also

differ in at least two ways from looping interactions within

TADs. First, looping interactions between TADs are much

weaker (fewer reads) than looping interactions within

TADs (Figures 4C and 4D), in part because they occur over

larger genomic distances. They are also less reproducible be-

tween replicates (Figure 4; Figures S15 and S16). This can

mean that they occur in fewer cells in the population.40

One interpretation is that intra-TAD looping interactions

occur in more cells in the population and thus are stronger

and more likely to be biologically relevant, e.g., to be

involved in regulatinggeneexpression, than inter-TADloop-

ing interactions. Second, inter-TAD looping interactions

often involve loci locatedatornearTADboundaries,whereas

looping interactions within TADs can occur throughout

these domains. The roles, if any, of these inter-TAD interac-

tions in gene regulation are currently not known.

TAD Boundaries Have Multiple Roles in Organizing

Long-Range Looping Interactions

The results presented here reveal important roles for TAD

boundaries in organizing long-range looping interactions

within and between TADs. First, TAD boundaries act as

physical insulators that prevent frequent interaction across

them. Interactions between loci located within a TAD are

therefore more frequent than interactions between loci

located in different TADs. In addition, significant looping

interactions between genes and regulatory elements occur

mostly and with higher interaction frequencies between

loci located within the same TAD. In the case of CFTR,

we found that all its known regulatory elements that the

CFTR promoter loops with were contained within the

same TAD. We propose that TADs represent domains of

gene regulation that are at least partially physically insu-

lated from regulatory input from other regions outside

the TAD. This is consistent with other studies that pre-

dicted promoter-enhancer pairings via independent ap-

proaches and found that they occur mostly within

TADs.54,55 Also, functional assays have shown that TADs

correspond to regulatory domains controlled by sets of en-

hancers to regulate genes located within them.30

Here we uncover another role for TAD boundaries in

modulating long-range interactions. Loci located near

TAD boundaries often engage in significant interactions

with loci located in different TADs. These interactions

tend to be much longer-range than interactions within
198 The American Journal of Human Genetics 98, 185–201, January 7
TADs, and consequently they are at least an order of

magnitude weaker and probably more stochastic in the

cell population (Figure 4D). Possibly these interactions

are not specific chromatin loops between defined elements

but play an architectural role. We previously proposed that

cell-type-invariant TADs assemble into higher-order struc-

tures such as A- and B-type compartments that are cell-type

specific and related to chromatin status.40 Possibly such

higher-order assemblies are driven by cell-type-specific in-

teractions between loci at or near TAD boundaries. Roles

for boundaries in organizing higher-order chromosomal

compartments in the nucleus was also proposed on the ba-

sis of Hi-C studies in Drosophila.49

Interestingly, we note that condensin-dependent long-

range interactions between TAD boundaries were recently

also found along the X chromosome in C. elegans her-

maphrodites,34 and more generally that such interactions

were found between CTCF-bound sites at domain bound-

aries.11 Studies in Drosophila also found that boundaries

of chromatin domains are often involved in long-range

interactions,49 suggesting this may be a general phenome-

non. Looping between boundaries can contribute to phys-

ical insulation.53

In summary, we propose that TAD boundaries play two

important roles: first, they constrain frequent regulatory

looping interactions between gene promoters and gene reg-

ulatory elements within TADs. Second, they are involved in

weaker, longer-range interactionswithotherTADs, possibly

leading to formation of higher-order chromatin architec-

tures such as A-type and B-type compartments.
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Table S1: 5C probe set.  This table contains all the probes used in the 5C 
experiment: their name, sequence, and genomic location. 

  



Table S2: Mapping Statistics. This table contains all mapping statistics for the 
raw data of our 10 5C libraries. 

  



Table S3: 5C library read depth. This table summarizes the 5C read depth for 
each replicate, indicating the number of reads in the raw data, cis-purged data, 
singleton- removed data, and final coverage corrected data. 

 

	
  

Raw	
  
Data	
  

	
  
cis-­‐purged	
  Data	
  

Singleton-­‐removed	
  
Data	
  

Coverage-­‐corrected	
  
Data	
  

	
  

#interac
tions	
   #reads	
  

#interac
tions	
   #reads	
  

#interac
tions	
   #reads	
  

#interac
tions	
   #reads	
  

Caco2-­‐R1	
   50,986	
   12,930,158	
   24,492	
   9,240,611	
   24,449	
   7,265,532	
   20,351	
   7,354,017	
  

Caco2-­‐R2	
   50,970	
   12,724,492	
   27,090	
   9,783,411	
   27,046	
   9,453,039	
   22,278	
   8,248,685	
  

Calu3-­‐R1	
   66,029	
   18,308,618	
   36,812	
   12,073,332	
   36,768	
   11,970,277	
   32,886	
   8,222,536	
  

Calu3-­‐R2	
   148,785	
   25,380,481	
   39,883	
   15,507,757	
   39,908	
   15,378,124	
   36,733	
   8,522,545	
  

Capan1-­‐R1	
   126,462	
   18,101,240	
   38,046	
   6,041,896	
   38,002	
   5,760,920	
   35,337	
   8,853,211	
  

Capan1-­‐R2	
   161,499	
   27,547,883	
   39,308	
   8,722,529	
   39,264	
   8,380,681	
   36,799	
   8,897,244	
  
GM12878-­‐
R1	
   88,198	
   24,408,480	
   37,880	
   9,907,568	
   37,836	
   9,687,772	
   34,869	
  

10,734,61
8	
  

GM12878-­‐
R2	
   190,199	
   28,011,778	
   40,190	
   15,253,503	
   40,146	
   14,800,666	
   39,392	
   9,711,216	
  

HepG2-­‐R1	
  
161,365	
   31,681,378	
   39,568	
   24,630,673	
   39,524	
   24,508,802	
   35,515	
   11,181,66

0	
  
HepG2-­‐R2	
   147,911	
   26,426,516	
   39,909	
   16,945,637	
   39,865	
   16,718,446	
   35,701	
   9,771,604	
  

 

  



Table S4: Pearson correlation between datasets. This table contains Pearson 
correlations between all the 5C replicates used in this study. 

 

	
  

Caco2	
  
R1	
  

Caco2	
  
R2	
  

Calu3	
  
R1	
  

Calu3	
  
R2	
  

Capan1	
  
R1	
  

Capan1	
  
R2	
  

GM12878	
  
R1	
  

GM12878	
  
R2	
  

HepG2	
  
R1	
  

HepG2	
  
R2	
  

Caco2	
  R1	
   1	
   0.738	
   0.617	
   0.645	
   0.617	
   0.594	
   0.518	
   0.503	
   0.565	
   0.447	
  

Caco2	
  R2	
  
	
  

1	
   0.754	
   0.816	
   0.751	
   0.752	
   0.731	
   0.677	
   0.798	
   0.589	
  

Calu3	
  R1	
  
	
   	
  

1	
   0.911	
   0.792	
   0.802	
   0.651	
   0.642	
   0.736	
   0.551	
  

Calu3	
  R2	
  
	
   	
   	
  

1	
   0.792	
   0.796	
   0.669	
   0.656	
   0.747	
   0.564	
  

Capan1	
  R1	
  
	
   	
   	
   	
  

1	
   0.896	
   0.707	
   0.647	
   0.779	
   0.569	
  

Capan1	
  R2	
  
	
   	
   	
   	
   	
  

1	
   0.726	
   0.632	
   0.755	
   0.539	
  

GM12878	
  R1	
  
	
   	
   	
   	
   	
   	
  

1	
   0.799	
   0.825	
   0.705	
  

GM12878	
  R2	
  
	
   	
   	
   	
   	
   	
   	
  

1	
   0.816	
   0.897	
  

HepG2	
  R1	
  
	
   	
   	
   	
   	
   	
   	
   	
  

1	
   0.762	
  

HepG2	
  R2	
  
	
   	
   	
   	
   	
   	
   	
   	
   	
  

1	
  
	
  

 

  



Table S5: Probes Removed in Probe Filtering Step. This table shows the 34 
probes removed from all datasets after our probe filtering step. 

Trim	
  Amount:	
  0.85	
  
	
  

Flagged	
  Probe	
  
#datasets	
  in	
  which	
  this	
  

probe	
  is	
  flagged	
  

5C_2410_EMS03_FOR_102	
   10	
  

5C_2410_EMS03_FOR_140	
   10	
  

5C_2410_EMS03_FOR_349	
   10	
  

5C_2410_EMS03_FOR_429	
   10	
  

5C_2410_EMS03_FOR_773	
   10	
  

5C_2410_EMS03_FOR_165	
   10	
  

5C_2410_EMS03_FOR_2	
   10	
  

5C_2410_EMS03_REV_10	
   9	
  

5C_2410_EMS03_FOR_75	
   9	
  

5C_2410_EMS03_FOR_74	
   9	
  

5C_2410_EMS03_REV_13	
   8	
  

5C_2410_EMS03_FOR_8	
   8	
  

5C_2410_EMS03_FOR_51	
   8	
  

5C_2410_EMS03_FOR_54	
   7	
  

5C_2410_EMS03_FOR_197	
   7	
  

5C_2410_EMS03_FOR_762	
   7	
  

5C_2410_EMS03_REV_111	
   7	
  

5C_2410_EMS03_FOR_228	
   7	
  

5C_2410_EMS03_FOR_389	
   7	
  

5C_2410_EMS03_FOR_350	
   7	
  

5C_2410_EMS03_REV_523	
   6	
  

5C_2410_EMS03_FOR_407	
   6	
  

5C_2410_EMS03_FOR_1	
   6	
  

5C_2410_EMS03_FOR_57	
   5	
  

5C_2410_EMS03_FOR_129	
   5	
  

5C_2410_EMS03_FOR_677	
   5	
  

5C_2410_EMS03_FOR_117	
   5	
  

5C_2410_EMS03_FOR_248	
   4	
  

5C_2410_EMS03_FOR_246	
   4	
  

5C_2410_EMS03_FOR_864	
   4	
  

5C_2410_EMS03_FOR_283	
   4	
  

5C_2410_EMS03_FOR_607	
   4	
  

5C_2410_EMS03_FOR_658	
   4	
  

5C_2410_EMS03_FOR_298	
   4	
  
 

  



Table S6: Individual Interactions Removed in Singleton Removal Step. This 
table lists the 44 individual interactions removed in the singleton removal step. 

z-­‐score	
  12	
  
	
  

Probe-­‐Probe	
  interaction	
  
#datasets	
  in	
  which	
  this	
  
interaction	
  is	
  flagged	
  

5C_2410_EMS03_FOR_124_5C_2410_EMS03_REV_17	
   10	
  

5C_2410_EMS03_FOR_128_5C_2410_EMS03_REV_17	
   10	
  

5C_2410_EMS03_FOR_464_5C_2410_EMS03_REV_405	
   10	
  

5C_2410_EMS03_FOR_126_5C_2410_EMS03_REV_17	
   9	
  

5C_2410_EMS03_FOR_128_5C_2410_EMS03_REV_203	
   9	
  

5C_2410_EMS03_FOR_21_5C_2410_EMS03_REV_203	
   9	
  

5C_2410_EMS03_FOR_339_5C_2410_EMS03_REV_898	
   9	
  

5C_2410_EMS03_FOR_605_5C_2410_EMS03_REV_777	
   9	
  

5C_2410_EMS03_FOR_7_5C_2410_EMS03_REV_405	
   9	
  

5C_2410_EMS03_FOR_817_5C_2410_EMS03_REV_405	
   9	
  

5C_2410_EMS03_FOR_90_5C_2410_EMS03_REV_613	
   9	
  

5C_2410_EMS03_FOR_93_5C_2410_EMS03_REV_405	
   9	
  

5C_2410_EMS03_FOR_467_5C_2410_EMS03_REV_719	
   8	
  

5C_2410_EMS03_FOR_548_5C_2410_EMS03_REV_405	
   8	
  

5C_2410_EMS03_FOR_579_5C_2410_EMS03_REV_72	
   8	
  

5C_2410_EMS03_FOR_125_5C_2410_EMS03_REV_17	
   7	
  

5C_2410_EMS03_FOR_19_5C_2410_EMS03_REV_203	
   7	
  

5C_2410_EMS03_FOR_214_5C_2410_EMS03_REV_761	
   7	
  

5C_2410_EMS03_FOR_71_5C_2410_EMS03_REV_761	
   7	
  

5C_2410_EMS03_FOR_87_5C_2410_EMS03_REV_782	
   7	
  

5C_2410_EMS03_FOR_105_5C_2410_EMS03_REV_405	
   6	
  

5C_2410_EMS03_FOR_208_5C_2410_EMS03_REV_711	
   6	
  

5C_2410_EMS03_FOR_503_5C_2410_EMS03_REV_420	
   6	
  

5C_2410_EMS03_FOR_125_5C_2410_EMS03_REV_665	
   5	
  

5C_2410_EMS03_FOR_132_5C_2410_EMS03_REV_17	
   5	
  

5C_2410_EMS03_FOR_139_5C_2410_EMS03_REV_405	
   5	
  

5C_2410_EMS03_FOR_154_5C_2410_EMS03_REV_405	
   5	
  

5C_2410_EMS03_FOR_641_5C_2410_EMS03_REV_420	
   5	
  

5C_2410_EMS03_FOR_68_5C_2410_EMS03_REV_594	
   5	
  

5C_2410_EMS03_FOR_98_5C_2410_EMS03_REV_405	
   5	
  

5C_2410_EMS03_FOR_12_5C_2410_EMS03_REV_203	
   4	
  

5C_2410_EMS03_FOR_136_5C_2410_EMS03_REV_405	
   4	
  

5C_2410_EMS03_FOR_237_5C_2410_EMS03_REV_665	
   4	
  

5C_2410_EMS03_FOR_394_5C_2410_EMS03_REV_405	
   4	
  

5C_2410_EMS03_FOR_5_5C_2410_EMS03_REV_808	
   4	
  

5C_2410_EMS03_FOR_502_5C_2410_EMS03_REV_420	
   4	
  

5C_2410_EMS03_FOR_503_5C_2410_EMS03_REV_421	
   4	
  

5C_2410_EMS03_FOR_597_5C_2410_EMS03_REV_666	
   4	
  



5C_2410_EMS03_FOR_626_5C_2410_EMS03_REV_420	
   4	
  

5C_2410_EMS03_FOR_63_5C_2410_EMS03_REV_405	
   4	
  

5C_2410_EMS03_FOR_641_5C_2410_EMS03_REV_421	
   4	
  

5C_2410_EMS03_FOR_672_5C_2410_EMS03_REV_203	
   4	
  

5C_2410_EMS03_FOR_751_5C_2410_EMS03_REV_665	
   4	
  

5C_2410_EMS03_FOR_883_5C_2410_EMS03_REV_405	
   4	
  
	
  
 

 

  



Table S7: Significant Interactions. This table lists all significant intra-TAD and 
inter - TAD interactions in the 5 cell types. 

  



Table S8: RT-PCR Primers. Primers used in our qPCR experiment testing gene 
expression in the 5C region. 

 

Genes	
  in	
  5C	
  Region	
  -­‐	
  qPCR	
  primers	
  
	
   	
  

	
  
Primer	
  Name	
   Primer Sequence 

Exon	
  
#	
  

Genome	
  Coordinates	
  
(hg18)	
  

TES: testin isoform 1  
 	
   	
  

	
  
TES_F_A	
   GCCCCTTGTTTAAAATGCAA 2	
   115661854-­‐115661873	
  

	
  
TES_R_A	
   TGCTCAAGAGGACATCATGC 3	
   115676346-­‐115676365	
  

CAV2:  caveolin 2 isoform a and b   
	
   	
  

	
  
CAV2_F_A	
   GGCTCAACTCGCATCTCAAG 1	
   115927202-­‐115927221	
  

	
  
CAV2_R_A	
   CAGGAACACCGTCAGGAACT 2	
   115927656-­‐115927675	
  

CAV1:  caveolin 1  
 	
   	
  

	
  
CAV1_F_A	
   GAGCTGAGCGAGAAGCAAGT 2	
   115953887-­‐115953906	
  

	
  
CAV1_R_A	
   CAAATGCCGTCAAAACTGTG 3	
   115986275-­‐115986294	
  

MET:  met proto-oncogene isoform a precursor  
	
   	
  

	
  
MET_F_B	
   CCAATGACCTGCTGAAATTG 11	
   116197041-­‐116197060	
  

	
  
MET_R_B	
   CTTTTCCAAGGACGGTTGAA 12	
   116198805-­‐116198824	
  	
  

CAPZA2: capping protein (actin filament) muscle Z-line 
	
   	
  

	
  
CAPZA2_F_A	
   GAAGGAGGCAACTGATCCAA 5	
   116331553-­‐116331572	
  

	
  
CAPZA2_R_A	
   GCTTGGAACTGATGGCTTTC 6	
   116333601-­‐116333620	
  

ST7: suppression of tumorigenicity 7 isoform b  
	
   	
  

	
  
ST7_F_A	
   TTCCAGTAACGGGGACTCAG 3	
   116546967-­‐116546986	
  

	
  
ST7_R_A	
   TGGATTTCGCCATACTTTGC 4	
   116557086-­‐116557105	
  

WNT2: wingless-type MMTV integration site family  
	
   	
  

	
  
WNT2_F_B	
   GTGGATGCAAAGGAAAGGAA 3	
   116742416-­‐116742435	
  

	
  
WNT2_R_B	
   AGCCAGCATGTCCTGAGAGT 4	
   116725090-­‐116725109	
  

ASZ1: ankyrin repeat, SAM and basic leucine zipper  
	
   	
  

	
  
ASZ1_F_B	
   CACGTCAGGGTCATAAA 6	
   116812115-­‐116812137	
  

	
  
ASZ1_R_B	
   GCTGTTGAAGTTTTCCTTCCA 7	
   116810346-­‐116810366	
  

CFTR: cystic fibrosis transmembrane conductance regulator  
	
  

	
  
CFTR2-­‐3F	
   CCCTTCTGTTGATTCTGCTG 2	
   116931609-­‐116931628	
  

	
  
CFTR2-­‐3R	
   AAGGGCATTAATGAGTTTAGGA 3	
   116936357-­‐116936378	
  

CTTNBP2: cortactin binding protein 2   
	
   	
  

	
  
CTTNBP2_F_C	
   AAAATGGCTTCACACCCTTG 6	
   117210181-­‐117210200	
  

	
  
CTTNBP2_R_C	
   TGTCTGTCCTCCATCAGCAG 7	
   117207818-­‐117207837	
  

LSM8: U6 snRNA-associated Sm-like protein LSm8  
	
  

	
  

	
  
LSM8_F_A	
   CAGCTCTTCACAGGGGGTAG 3	
   117615633-­‐117615652	
  

	
  
LSM8_R_A	
   CTGCTCGAATATTCCCCAAA 4	
   117619247-­‐117619000	
  

ANKRD7: ankyrin repeat domain 7 isoform b 
	
   	
  

	
  
ANKRD7_F_A	
   ACCTTTGCACCTAGCCTGTG 2	
   117661724-­‐117661743	
  



	
  
ANKRD7_R_A	
   ATCTGGGTCTGCACCAAAGT 3	
   117662034-­‐117662053	
  

HPRT1: Chromosome X: hypoxanthine phosphoribosyltransferase 1 

	
  
HPRT2-3F TGAGGATTTGGAAAGGGTGT 2	
   133435114-­‐133435133	
  

	
  
HPRT2-3R TAATCCAGCAGGTCAGCAAA 3	
   133436965-­‐133436984	
  

	
  

 

  



Figures S1-S10: Correction pipeline for each replicate. A) Raw data. B) Data 
after cis-purge. Grey stripes represent primers that were removed. C) Data after 
singleton removal. Grey stripes are the primers removed in the previous step, 
grey pixels are the individual reactions that were removed in this step. D) Final 
coverage corrected data. Grey lines have been removed and are now 
represented in white. E) Binned raw data (100kb, 10kb step). F) Binned coverage 
corrected data (100kb, 10kb step). 
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Figure S11: Insulation Index of all cell lines and different window search 
spaces, and correlation with CTCF binding A) The insulation index method is 
illustrated by sliding a diamond along the bottom of the triangular heatmap. 
Interactions within the diamond are summed and divided by the average sum for 
the region to calculate the insulation score of the bin at the bottom corner of the 
diamond. Below the heatmap is plotted the insulation index for all cell lines and 
the average, as in Figure 2. The size of the window over which can be changed, 
but does not affect the insulation profile (panel C). B) A) Insulation profiles run on 
the combined heatmap (all 10 datasets) using different diamond (window) sizes. 
As the size increases the index smoothens out but maintains the same peaks 
and minima. B). Browser shot (hg18) of the 2.8 Mb region studied here with the 
positions of the 7 TAD indicated (Top track, in black bars). Below are CTCF ChIP 
seq tracks (CTCF P = peaks, CTCF s= raw signal) for GM12878 and HepG2 
cells. CTCF sites are within 10-20 Kb of TAD boundaries but are also found 
inside TADs. Also indicated are positions of all genes (UCSC gene track). CTCF 
ChIP- seq data were generated at the Broad Institute and in the lab of Dr. 
Bradley Bernstein at Massachusetts General Hospital/Harvard Medical School. 
This data is publicly available as part of the ENCODE dataset. B) Pearson 
correlations between the insulation profiles for the different cell types studies 
here. C) Pearson correlation of insulation profiles for the combined dataset 
calculated with the different diamond sizes. 

  



 

  



Figure S12: Scaling plots for all cell lines, interactions and peaks. For all 
plots: red represents inter-TAD interactions, blue intra-TAD interactions, and 
green all interactions. A) Scaling plot of all interactions for Caco2 cells. B) 
Scaling plot of all interactions for Calu3 cells C) Scaling plot of all interactions for 
Capan1 cells. D) C) Scaling plot of all interactions for GM12878 cells. E) D) 
Scaling plot of all interactions for HepG2 cells. F) E) Scaling plot of peaks 
significant interactions in Caco2 cells. G) F) Scaling plot of significant interactions 
in Capan1 cells. H) G) Scaling plot of significant interactions in Calu3 cells. H). I) 
Scaling plots of significant interactions in GM12878 cells. J) H) Scaling plots of 
significant interactions in HepG2 cells. 

  



 

  



Figure S13: Interactions deemed significant in only one replicate have 
higher signal in the other replicate as compared to interactions deemed not 
significant in both replicates. For all plots: The box plot on the far left 
represents z-scores for interactions called significant in both replicates. The blue 
box plot of peaks in replicate 1 represents those interactions in replicate 1 that 
were deemed significant, but were not significant in replicate 2. The green box 
shows the z-scores of those same interactions in the second replicate, where 
they were not counted significant. This coloring is reversed when we look at 
replicate 2. The blue box now indicates the z-score of interactions deemed 
significant in replicate 2 but not in replicate 1. The green box shows the z-scores 
of those same interactions in replicate 1, where they are not significant. The box 
plot on the far right shows the z-scores of all interactions in both replicates that 
were not significant. This is the same for all graphs. 
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Figure S14: Overlap of peak calling between replicates on the whole data 
set. 

Overlap of significant interactions in Caco2 replicates (A), Calu3 replicates (B), 
Capan1 replicates (C), GM12878 replicates (D) and HepG2 replicates (E). 

  



 

  



Figure S15: Overlap of peak calling between replicates on the intraTAD 
dataset. 

Overlap of significant interactions in Caco2 replicates (A), Calu3 replicates (B), 
Capan1 replicates (C), GM12878 replicates (D) and HepG2 replicates (E). 

  

  



 

  



Figure S16: Overlap of peak calling between replicates on the interTAD 
dataset. 

Overlap of significant interactions in Caco2 replicates (A), Calu3 replicates (B), 
Capan1 replicates (C), GM12878 replicates (D) and HepG2 replicates (E). 

  



 

  



Figure S17: Overlap of peaks called using the different spaces: whole, 
intra-TAD and inter-TAD, for all cell lines. A) Overlap of peak calling methods 
in Caco2 cells. B) Overlap of peak calling methods in Calu3 cells. C) Overlap of 
peak calling methods in Capan1 cells. D) Overlap of peak calling methods in 
GM12878 cells. E) Overlap of peak calling methods in HepG2 cells. F) Diagram 
of peak calling space (same as Figure 4A). 

  



 
  



Figure S18: Significant interactions of the CAV2 promoter. A genome 
browser snapshot of the region is above each profile view. In each anchor plot: 
Corrected read count is plotted versus genomic distance. The yellow bar 
represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 

  



  



Figure S19: Significant interactions of MET and CAPZA2 promoters. A 
genome browser snapshot of the region is above each profile view. In each 
anchor plot: Corrected read count is plotted versus genomic distance. The yellow 
bar represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 
  



  



Figure S20: Significant interactions of the ST7 promoter. A genome browser 
snapshot of the region is above each profile view. In each anchor plot: Corrected 
read count is plotted versus genomic distance. The yellow bar represents the 
location of the anchoring interaction. The dotted black lines represent the loess 
standard deviation, and the thick black line represents the loess average. The 
red line represents the interactions of the genomic fragment indicated by the 
yellow line with all other interrogated fragments in the region. Significant 
interactions are indicated by large circles. 

  



  



Figure S21: Significant interactions of the WNT2 promoter. A genome 
browser snapshot of the region is above each profile view. In each anchor plot: 
Corrected read count is plotted versus genomic distance. The yellow bar 
represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 

  



  



Figure S22: Significant interactions of ASZ1 and CFTR promoters. A 
genome browser snapshot of the region is above each profile view. In each 
anchor plot: Corrected read count is plotted versus genomic distance. The yellow 
bar represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 

  



  



Figure S23: Significant interactions of the CTTNBP2 promoter within TAD6. 
A genome browser snapshot of the region is above each profile view. In each 
anchor plot: Corrected read count is plotted versus genomic distance. The yellow 
bar represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 
 
  



  



Figure S24: Significant interactions of the LSM8 and Ankyrin Repeat 
Domain- containing Protein 7 (ANKRD7 [MIM 610731]) promoters. A genome 
browser snapshot of the region is above each profile view. In each anchor plot: 
Corrected read count is plotted versus genomic distance. The yellow bar 
represents the location of the anchoring interaction. The dotted black lines 
represent the loess standard deviation, and the thick black line represents the 
loess average. The red line represents the interactions of the genomic fragment 
indicated by the yellow line with all other interrogated fragments in the region. 
Significant interactions are indicated by large circles. 
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