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Dissociation of a Dynamic Protein Complex Studied by All-Atom Molecular
Simulations
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ABSTRACT The process of protein complex dissociation remains to be understood at the atomic level of detail. Computers
now allow microsecond timescale molecular-dynamics simulations, which make the visualization of such processes possible.
Here, we investigated the dissociation process of the EphA2-SHIP2 SAM-SAM domain heterodimer complex using unrestrained
all-atom molecular-dynamics simulations. Previous studies on this system have shown that alternate configurations are
sampled, that their interconversion can be fast, and that the complex is dynamic by nature. Starting from different NMR-derived
structures, mutants were designed to stabilize a subset of configurations by swapping ion pairs across the protein-protein
interface. We focused on two mutants, K956D/D1235K and R957D/D1223R, with attenuated binding affinity compared with
the wild-type proteins. In contrast to calculations on the wild-type complexes, the majority of simulations of these mutants
showed protein dissociation within 2.4 ms. During the separation process, we observed domain rotation and pivoting as well
as a translation and simultaneous rolling, typically to alternate and weaker binding interfaces. Several unsuccessful recapturing
attempts occurred once the domains were moderately separated. An analysis of protein solvation suggests that the dissociation
process correlates with a progressive loss of protein-protein contacts. Furthermore, an evaluation of internal protein dynamics
using quasi-harmonic and order parameter analyses indicates that changes in protein internal motions are expected to
contribute significantly to the thermodynamics of protein dissociation. Considering protein association as the reverse of the
separation process, the initial role of charged/polar interactions is emphasized, followed by changes in protein and solvent dy-
namics. The trajectories show that protein separation does not follow a single distinct pathway, but suggest that the mechanism
of dissociation is common in that it initially involves transitions to surfaces with fewer, less favorable contacts compared with
those seen in the fully formed complex.
INTRODUCTION
How protein-protein complexes form and dissociate is as
yet incompletely understood, as are the details of certain
protein interactions, especially if these interactions are
dynamic. For example, it is still difficult to correctly predict
protein-protein interactions that involve conformational
fluctuations by means of ab initio docking or simulation
methods. This challenge is illustrated by the observation
that the solvent-accessible surface area that is buried upon
protein complex formation is typically small, accounting
for only ~8% of the total surface area of both proteins (1).
What, then, makes the surfaces that are involved in the
predominant interactions special? Many protein-complex
structures have been analyzed (e.g., (1–5)) and it has
become clear that fluctuations of the proteins as well as
changes in their solvation are critical for protein complex
formation and dissociation (6–9). Accordingly, the recent
incorporation of protein flexibility into protein-protein
docking calculations has led to an increased accuracy of pre-
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dictions (10–12). However, to date, there have been very
few calculations of protein-protein association (or dissocia-
tion) processes at the all-atom level of detail. Recently,
Chong and Ham (13,14) studied the association of amy-
loid-b peptides, and Blöchliger et al. (15) investigated
PDZ-peptide dissociation/association without biasing
restraints. Similarly, Ahmad and colleagues simulated the
association of a SH3 domain with a peptide starting 13
all-atom simulations with an extended peptide conformation
at different peptide-protein separation and orientations (16).
The few all atom studies on protein-protein association
have, by computational necessity, used a more limited set
of starting configurations in unrestrained simulations (17)
or umbrella sampling to characterize the free energy surface
of protein complex formation (18). By contrast, dissociation
simulations have protein complexes as starting structures
and, here, we present an all-atom simulation of a protein-
protein dissociation process between two five-helix bundle
proteins, carried out without any restraints to separate the
proteins.

Many signal transduction processes involve adaptor
protein domains whose binding helps to localize enzymes
near their substrates and/or cause a conformational change
that activates their targets (19). EphA2 is a transmembrane
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receptor tyrosine kinase (RTK) with key roles not only in
cell migration during developmental processes but also
in cancer metastasis (20). In contrast to other RTKs, Eph
receptors possess a C-terminal sterile a motif (SAM)
domain. SAM domains are a-helix bundles (Fig. 1 a) that
are found in more than 200 human proteins and are used
to form dimers, if not higher-order oligomers, of proteins
(21). The SAM domain of EphA2 interacts with adaptor
proteins such as the SAM domain of the enzyme SHIP2.
We previously reported a refined NMR structure of the
EphA2-SHIP2 SAM-SAM heterodimer complex (22).
Although 80% of the complexes populated one configura-
tion, denoted cluster 1, two additional clusters of structures
were observed. These configurations (clusters 1–3) have
different orientations of the SAM domains relative to each
other (Fig. 1, a and b) while maintaining essentially the
same interaction surfaces. To examine whether transitions
between these configurations occur on a nanosecond–micro-
second timescale, as implied by the fast exchange behavior
seen in solution NMR spectroscopy, we carried out dupli-
cate trajectories initiated with each of the three NMR-
derived clusters. The simulations were extended to 2.4 ms
on the Anton supercomputer, which is highly optimized
for molecular-dynamics (MD) simulations (23). The tra-
jectories sampled structures that were closely similar to
clusters 1–3, as previously described (24). Importantly,
degenerate and temporary cross-interface ion-pair interac-
tions enabled transitions between different configurations,
with average lifetimes of 50–150 ns (24).
FIGURE 1 Depiction of the SAM-SAM complex, in multiconfigura-

tional geometry, and a swap mutation. (a) EphA2-SHIP2 SAM-SAM heter-

odimer as a ribbon diagram; helix 5 of each domain is marked. (b) Complex

viewed from the side, with transparent shading to emphasize the different

orientations of the domains, described by the angle between helix 5

of EphA2 (yellow in back) to helix 5 of each SHIP2 domain orientation

in front (green, blue, and red). (c and d) WT (c) and model (d) for

the EphA2 R957D/SHIP2 D1223R swap mutant, based on the cluster 2

configuration.
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Protein interactions are frequently validated by the
use of site-directed mutagenesis. As the EphA2-SHIP2
SAM-SAM complex samples multiple conformers, swap
mutations across the EphA2/SHIP2 protein-protein inter-
face (e.g., Fig. 1, c and d) are expected to stabilize only a
subset of the configurations, thereby shifting the relative
populations of structures in the ensemble. Here, we describe
the behavior of two such swap mutants, EphA2 K956D/
SHIP2 D1235K (swap-mutant 1) and EphA2 R957D/
SHIP2 D1223R (swap-mutant 2). In most of the simulations,
we observed an eventual dissociation of the two SAM do-
mains. The simulations offer an opportunity to analyze the
dissociation process and the interactions involved at the
all-atom level with full residue flexibility. The trajectories
indicate that there is no single distinct pathway for the
proteins to dissociate, and instead the separation process
proceeds through a common mechanism involving low-con-
tact interfaces and configurations. We also examine the
changes in protein dynamics and solvation, which are both
thought to contribute significantly to the separation process.
The pattern of the changes in protein dynamics points to a
regional relaxation of structures at and near the predominant
binding interface. Away from this region, the changes
suggest a dynamic allosteric feature in SAM domains. We
discuss the generality of these observations also with respect
to the reverse process, protein association.
MATERIALS AND METHODS

Experimental methods

The human EphA2 and SHIP2 SAM domains (residues 897–976 and 1192–

1258, respectively) were expressed in E. coli as wild-type (WT) and mutant

proteins, and then purified as described previously (22). Surface plasmon

resonance (SPR) was carried out on a Biacore T100 instrument with

proteins in 10 mM HEPES at pH 7.4, 150 mM NaCl, 1 mM TCEP-HCl,

0.005% surfactant P-20 at 25�C (25) (see Supporting Materials and

Methods in the Supporting Material for added details and discussion; Table

S1; Figs. S3 and S4).
Simulation methods

Simulations were performed with swap-mutant 1 (K956D/D1235K) and

swap-mutant 2 (R957D/D1223R) EphA2-SHIP2 SAM-SAM complexes.

The double-mutant structures were built using VMD (26) based on the three

WT complex configurations that were previously determined from solu-

tion NMR restraints (22) and were the starting structures of extensive

simulations reported previously (24) (clusters 1–3 were the lowest-energy

structures of the configurations). The simulation protocols, which we previ-

ously described (24,27), were employed with the all-atom CHARMM C36

potential function (28). The complexes were centered in a 90� 70� 70 Å3

box and solvated by ~16,500 explicit waters (TIP3P) (29). Not all configu-

rations were well compatible with the swap mutations, and some swaps

separated within 20 ns of the NAMD run (26) that followed the initial en-

ergy minimization and equilibration steps. In total, we built six systems

based on both kinds of swap mutants and starting from three different initial

cluster configurations. We performed at least three runs on each systemwith

different random numbers in NAMD simulations to ensure that at least one

stable complex structure would be ready before we continued with the
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Anton simulations (23). All simulations were run at a constant pressure of

1 atm and temperature of 300 K, using periodic boundary conditions with

a 12 Å cutoff and the particle-mesh Ewald method for treating

long-range electrostatics. The six Anton simulations (three for each swap

mutant) were run for 2.4 ms or until the proteins separated (i.e., distance be-

tween centers of mass >70 Å). Coordinates were saved every 50 ps in the

ordinary run. For more detailed analyses, the trajectories were restarted at a

time point 10–50 ns before protein separation occurred and were run with

an increased saving frequency of every 2 ps. These detailed trajectories with

increased saving frequencies are termed zoomed-in trajectories.
Analysis

Details of the simulation analysis, including standard hydrogen-bond iden-

tification, surface and interaction energy calculations are reported in the

Supporting Material (Table S2, a–c). The solvation free energy (DGs)

was calculated for structures at 0.2 ns intervals using the PBEQ program

(30). The protein residues were classified according to their location at

the predominant interacting surface, at secondary binding surfaces near

it, or far away from these surfaces (residues are listed in Table S3). We esti-

mated protein entropy from the simulations using two different methods. In

the first method, we used a quasi-harmonic (Q-entropy) approach (31) im-

plemented in the Wordom program (32) to analyze representative segments

of a 2.4 ms WT trajectory (these simulations were reported in our previous

study (24)) and of trajectories after SAM domain separation (Table S4). In

the second method, we estimated protein entropy differences for these res-

idue groups due to changes in the orientational bond motions of main- and

side-chain groups using the Lipari-Szabo order parameter S2, following the

approach of Yang and Kay (33). The parameter S2 reflects the amplitude of

bond fluctuations on the picosecond–nanosecond timescale, and we calcu-

lated it together with the correlation times using CHARMM over the same

trajectory intervals used for the quasi-harmonic approach (Table S5).
RESULTS

Simulation and experimental studies show that the mutant
complexes have altered binding affinities. Simulations were
started from each of the three WT starting configurations
(Fig. 1 b), with the mutant side chains modeled as described
in Materials and Methods. Swap-mutant 1, K956D/D1235K,
ismost compatiblewith the cluster 1 configuration, and indeed
this is populated to a greater extent than in theWT simulation
(Fig. S1 i). For swap-mutant 2, R957D/D1223R, cluster 2 is
slightly more populated relative to cluster 1 and the WT sim-
ulations (Fig. S2 i). The altered populations of the bound
states, as well as further swapmutants, will be discussed else-
where (S.B. and M.B., unpublished data). As shown for the
WT simulations (24), interconversion between the clusters
canoccur on the 100 ns timescale. Thus, the three starting con-
figurations can interconvert and are not expected to lead to
distinct trajectories. Importantly, whereas all simulations on
the WT protein were stable over 2.4 ms (24), five of six simu-
lations of the mutant complexes showed domain-domain sep-
aration after 350–1100 ns of Anton simulation time, with
swap-mutant 2 dissociating earlier than swap-mutant 1.

An analysis of the equilibrium dissociation constants
(KD) by SPR measurements demonstrates that the mutants
have higher KD values (20 and 106 mM for swap-mutants
1 and 2, respectively) compared with the WT complex
(2.2 mM), suggesting weaker binding (Table S1; Fig. S3).
Therefore, a greater dissociation of the mutant complexes
in the MD simulations, even on the microsecond timescale,
is to be expected (see discussion in Supporting Materials
and Methods).
Analysis of events in dissociation trajectories

The initial Anton simulations did not sample the dissociation
process in enough detail for some of the analysis; therefore,
we repeated segments of the swap-mutant 2 trajectories
with an increased saving frequency for coordinate frames.
An example of such a zoomed-in trajectory, showing SAM
domain separation, is depicted in Figs. 2 and 3, as well as
in Movie S1 (see Figs. S6 and S8 for the two other trajec-
tories). Fig. S6 shows the results from the simulation started
from cluster 1. Just before the final separation, one SAM
domain is flipped and moved so that only a fraction of the
original interfaces (which are in contact at the start of the
simulation) interact. The cluster 3-started simulation also
moves to a structure that is flipped (shown in Fig. S8 for
the zoomed-in portion). At the start of the zoomed-in trajec-
tories, only the cluster 2-started simulation (shown in Fig. 2)
is relatively close to the starting structure, but is shifted,
accounting for the loss of buried area. In a movie of the latter
trajectory (Movie S1), we observe a rolling-in-place and then
a rolling-around (or translation and rolling) event without
significant separation (at 340 nsþ5 andþ9 ns, respectively;
see Fig. 3). For the first event, the identity of the EphA2
residues in contact remains substantially unchanged; how-
ever, for the second event (translational and simultaneous
rolling), the EphA2 protein transitions to a different inter-
face, whereas the SHIP2 interface is preserved. A breathing
transition (based on protein separation) then occurs at this
new interface (atþ12–15 ns). The transitions lead to substan-
tial (if mostly transient) losses of buried surface area and of
potential interaction energy (Fig. 2, b and c). A certain
amount of recovery in buried surface area and energy is
seen after the transition events; however, at þ20 ns there is
a sudden but brief separation, followed by a recapture event
before the final separation occurs at þ25 ns (Figs. 2, 3, and
4; Movie S1). Similar observations are made in the other tra-
jectories. In general, the pathways to protein dissociation
appear to involve diverse transitions to states that bury
much less overall surface area. For example, in the case of
a simulation started with a cluster 2 structure, there is a
marked loss of nonpolar surface area, whereas the polar sur-
face area is relatively constant right up to the point of initial
separation (Figs. 2 b and 4 b). In other simulations (Figs. S6–
S9) the reverse is true (i.e., an earlier loss of polar surface
area), suggesting a diversity of separation mechanisms.

The potentials plotted in Fig. 2 c represent the unscreened
forces experienced by the proteins with respect to each
other. An estimate of solvent free energy, DGs, can be calcu-
lated with the use of a continuum model (30). Fig. 4 a shows
Biophysical Journal 110(4) 877–886



FIGURE 2 The protein-protein dissociation process encompasses several

events. Results from an analysis of a zoomed-in region (after 340 ns) of

the swap-mutant 2 trajectory, started with the cluster 2 configuration, are

shown. (a) RMSD (data in black, left y axis) and center-of-mass separation

(data in red, right axis). (b) Total solvent-accessible surface area buried in

complex (BSA). (c) Interprotein electrostatic and van der Waals (VDW)

potential interaction energies. Blue lines indicate significant transitions.

To see this figure in color, go online.
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that thermodynamically favorable decreases in DGs accom-
pany the rolling-in-place and rolling-around transitions as
well as the breathing motion at ~þ14 ns and initial separa-
tion at þ20 ns. Typically, the change in DGs mirrors the
drop in buried surface area, which precedes larger changes
in the protein’s separation and/or root mean-square devia-
tion (RMSD). Intriguingly, solvation can follow changes
Biophysical Journal 110(4) 877–886
in the separation of the centers of mass with a slight delay.
However, a different order of events is seen in two other tra-
jectories (Figs. S6–S9). In one (Fig. S9, a and b), changes
in buried surface areas and in DGs are complete by þ9 ns,
the domains are slightly separated, and the proteins still
hang onto each other until ~þ11 ns (Fig. S8 a). In the other
trajectory (Fig. S6), the proteins are only loosely associated
at the start of the zoomed-in trajectory and fully dissociate
at þ21 ns, but the change in DGs seems to lag behind,
only reaching a plateau at þ25 ns.
Changes in protein solvation and hydrogen
bonding

Since the change in DGs was highly correlated with
changes in the solvent-accessible surface area, we examined
hydrogen bonding and water molecules present between
and around the proteins. The number of protein-solvent
hydrogen bonds remains relatively constant (see Fig. 4 c
and Table S2) because even before separation occurs, the
majority of protein donor and acceptor groups are already
involved in bifurcated hydrogen bonding with the solvent.
The number of additional hydrogen bonds that form upon
protein separation is small (0–20 relative to 350 bonds)
and corresponds roughly to the number of interprotein
hydrogen bonds that are lost upon dissociation (5–12
bonds). In addition to the polar surface area, the nonpolar
surface is also exposed to solvent upon protein separation.
Consequently, the number of contacts to waters surrounding
the protein increases by ~30. Again, this is a small number
relative to the 600 waters that surround the protein complex
generally. Remarkably, such an increase is seen consistently
across all the simulations that show protein separation.
Changes in protein dynamics upon dissociation

We analyzed the motions at the predominant binding surface
(clusters 1–3) compared with other surfaces of the protein
complex, both before and after separation occurred (see
Materials and Methods for details). We used two methods
to analyze the change in dynamics. First, we employed a
quasi-harmonic entropy calculation. Fluctuations in the
proteins vary across the structures with averages of 1.16 to
1.39 cal mol�1 atom�1 for atoms at the predominant inter-
face to 1.25 to 1.47 cal mol�1 atom�1 for atoms at the
sites away from the interface (Table S4). This shows that
noninterface atoms are more dynamic than atoms located
at interfaces, which is consistent with their involvement in
protein-protein interactions. After dissociation of the pro-
teins, the main- and side-chain EphA2 atoms at the predom-
inant interface show a considerable increase in dynamics
(13% and 20%, respectively), whereas the SHIP2 predomi-
nant interface atoms show a much smaller increase (3% and
7%). Other changes occur at the less populated interface and
noninterface sites for EphA2 atoms (þ1% to þ6%). The



FIGURE 3 Structures of the SAM-SAM com-

plex at points before protein separation in the

zoomed-in portion of the swap-mutant 2 trajectory

(see also Fig. 2). Time points (after 340 ns of Anton

simulation) and events are indicated. The mutant

residues are shown as 2� VDW spheres for easier

localization.
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fluctuations of noninterface SHIP2 side chains actually
decrease (�6%). We also analyzed the changes in dynamics
by calculating the autocorrelation functions of bond fluctu-
ations as well as the amplitudes of main- and side-chain
FIGURE 4 Protein solvation increases during dissociation of the cluster

2-started trajectory of swap-mutant 2 (Fig. 2). (a) Change in solvation

free energy (DGs). (b) Polar and nonpolar BSA. (c) Total number of pro-

tein-solvent hydrogen bonds and water-protein contacts within 3.5 Å of

the protein surface (left). Number of interprotein hydrogen bonds (right

y-axis). To see this figure in color, go online.
N-H, C-H, and C¼O bond motions (see S2 analysis in
Materials and Methods; results are shown in Table S5). A
comparison of the motions in the complex and the free pro-
teins reveals a picture that is very similar to that obtained by
the Q-entropy analysis. Again, main and side chains at the
EphA2 predominant interface, as well as side chains at
the SHIP2 predominant interface, are affected the most;
the magnitude of the changes is also similar to that indicated
by the Q-entropy analysis. More modest changes are seen at
the low-population interfaces and finally at the noninterface
region. However, as discussed below, it is also clear that the
changes are long range and that the SHIP2 SAM domain, in
particular, displays an allosteric behavior.
DISCUSSION

The observation of protein dissociation in the majority of
microsecond MD simulations of two mutation-destabilized
EphA2-SHIP2 SAM-SAM complexes allowed us, for the
first time to our knowledge, to examine the changes in pro-
tein domain interactions and dynamics that accompany a
protein dissociation process at the all-atom level.
A general mechanism of protein dissociation, but
no common separation pathway

The energy landscape of proteins is typically complicated,
and simulations that are initiated away from experimentally
derived starting structures (or from unstable structures) can
easily become trapped, as recently described (e.g.,
(24,34)). The simulation results suggest that the energy land-
scape of the SAM domain heterodimer complex was signif-
icantly perturbed by the mutations. NMR studies also
confirm the altered ensembles of configurations (S.B. and
M.B., unpublished data). In this report, we focus on features
that characterize the dissociation process, such as possible
pathways, if not events. In an example of a dissociation tra-
jectory (Movie S1; Figs. 2, 3, and 4), we observe several tran-
sitions without a significant initial separation. In the early
events, only contacts on one interface are changed substan-
tially at a time, but just before separation occurs, generally
neither of the surfaces involved corresponds to the one in
the original complex. For the WT SAM-SAM complexes
Biophysical Journal 110(4) 877–886
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(as well as for the mutant proteins initially in configurations
1–3), a common interacting surface predominates and uti-
lizes regions of the proteins that are the most dense in
hydrogen-bond acceptor/donor as well as charged groups
(characterized in our previous study (24)). In contrast, sepa-
ration events generally occur from less populated, less dense,
and thus low-affinity surfaces (Fig. 5 and see below). This is
true for all of the trajectories of both swap mutants that show
separation and for the three zoomed-in trajectories of the
R957D/D1223R mutant. This process is consistent with the
observation that the configurational transitions of the com-
plex toward such interfaces lead to a progressive loss of
buried surface area and of potential interaction energy
(Fig. 2, b and c). As noted in other reports, binding affinity
usually scales with the number of contacts between proteins
and the area of the interacting surfaces. This measure is used
by protein structure analysis programs to characterize inter-
actions; for example, the program PISA uses it to discrimi-
nate between protein interactions and crystal contacts (35).

The mechanism for transitions within a protein-protein
complex is similar to that seen in the WT protein complex.
Transitions involve degenerate sets of hydrogen-bonding
and salt-bridge interactions in a monkey-bar-type mecha-
FIGURE 5 Highly diverse structures of the mutant complexes just before

protein separation occurs. Complexes are shown 5 ns before the final

separation in two views superimposed on the initial WT complex structure

(cluster 2 configuration; EphA2 in yellow and SHIP2 in blue). (a–d) One

view is superimposed on the EphA2 domain (a and c) and the other is super-

imposed on the SHIP2 SAM domain (b and d). (a and b) For the three

K956D/D1235K swap-mutant 1 separation trajectories, pink, violet, and

light blue indicate SHIP2 SAM domain positions and orientations from

trajectories started with clusters 1–3, respectively. Orange, pale yellow,

and lemon indicate EphA2 SAM domains from the same trajectories.

Mutant residue atoms are shown as VDW spheres (colored according to

residue charge: red for positively charged and blue for negatively charged).

(c and d) Separation trajectories for the R957D/D1223K swap-mutant 2 are

depicted using the same color scheme as above; (d) shows a rotated view

(rotated by þ90� around the x axis relative to b) for clarity.
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nism (i.e., intermediary contacts are formed or persist to
facilitate the transitions) (24). Transitions to a low-affinity
surface involve a pivoting event, where several persistent
contacts form a ridge and then one domain rotates around
this anchor point. Although the general mechanism of these
transitions, including the overall progressive loss of inter-
face area and contacts, is common to the separation tra-
jectories, the detailed events are significantly different.
For example, a consideration of the buried nonpolar surface
area shows that in one trajectory the nonpolar residues
become gradually exposed (Fig. 4 c, swap-mutant 2 started
from cluster 2), whereas in another, there is a sudden change
(Fig. S7; swap-mutant 2 started from cluster 1). An exami-
nation of the structures 5 ns before the final separation in the
eight dissociation trajectories (shown in Fig. 5) supports the
view that there is no common dissociation pathway or event
at the individual residue interaction level of detail.

Although the number of separation trajectories that could
be run for this study does not provide a high level of statis-
tics, the observations nevertheless suggest that there likely is
no common pathway that underlies the protein dissociation
process. It is possible that a collection of pathways would
be discernible with a larger number (by 1–2 orders of
magnitude) of trajectories. However, we conclude that
despite the absence of a single predominant dissociation
pathway, dissociation invariably proceeds through a number
of weakly bound states.
A tipping point for dissociation and implications
for protein association

An intriguing question is, at what point in time does a
complex become unstable, resulting in imminent protein
separation? An analysis of the buried solvent-accessible
surface area suggests that as early as tens to hundreds of
nanoseconds before dissociation, the protein complexes
assume a configuration that predestines dissociation. Spe-
cifically, the surface area buried between the SAM-SAM
interfaces (400–600 Å2) in the three zoomed-in trajectories
suggests that these structures are much less stable than the
WT or mutant proteins near the start of the trajectories
(burying 800–1100 Å2; Table S2). Buried protein surface
area can be lost substantially or completely, but only for
relatively short periods of time (on the order of a few nano-
seconds or less). Also, before final separation occurs, the
buried surface area is frequently reduced to 200–400 Å2.
Once separation occurs, several of the simulations show a
brief recapture event (again for a few nanoseconds) with
this level of area burial. We also notice that the nonpolar
and polar buried surface areas for the unstable complexes
are nearly equal, whereas in persistent complexes this ratio
is closer to 2:1 (Fig. 4 b; see also Table S2). Thus, in accord
with previous studies on protein complexes (1–3), we find
that a minimum surface area needs to be buried for a stable
complex, and a major part of this area tends to be nonpolar.
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Viewed in reverse, the dissociation process may be
considered as a series of protein-protein association events.
From this perspective, a complex that forms due to protein
recapture would correspond to an encounter state. Although
overall this would be beneficial, a large fraction of
such states would dissociate (8,36). Simulations of protein
association at the all-atom level will be needed to examine
in detail the earliest interactions that form. However,
the time-reversed trajectories of protein dissociation are
consistent with the view (based on experimental as well
as rigid-body simulation studies) that longer-range elec-
trostatic interactions play an important role in the protein as-
sociation process (8,13,36,37). Specifically, as shown
in Figs. 2, 3, and 4, electrostatic interactions diminish late
in dissociation/form early in association, several protein-
protein hydrogen bonds also diminish late/form early,
and substantial nonpolar surface area is lost early upon
protein separation/is buried late upon complex formation.
Polar and nonpolar contacts are predicted to initially in-
crease equally as the native interfaces come into contact
upon initial protein association. However, the predominant
interfaces in the native complex are associated with a patch
of nonpolar residues that only closely interact once these
interfaces are in contact late in the protein association
process. It is now appreciated that the events of protein com-
plex formation are substantially different from the process
of protein folding, during which an early hydrophobic
collapse and short-range hydrogen-bonding interactions
are dominant (38–40).
Why are the mutant protein complexes less
stable?

We examined all of the dissociation trajectories for
evidence that the mutated residues actively contribute to
the dissociation process. In one simulation, the complex
experiences a dynamic and directional push toward sepa-
ration (see Fig. S10), but this appears to be fortuitous
rather than general. Fig. 5 shows the structures before
their separation. Except for the one simulation just
mentioned, it is clear that the swap residues (which are
in close proximity in at least some of the starting config-
urations) are well separated before dissociation occurs.
In fact, mostly the mutant side chains point away from
the other domain and are no longer involved in the protein
complex. This suggests that complex destabilization is
an early event that serves to enable the transitions to the
weaker binding/nonbinding interfaces, consistent with
the general process proposed above (see also Fig. 5). In
accord with changes in KD, changes in the association
and dissociation kinetics are indicated by SPR (see Figs.
S2 and S3; however, as discussed in the Supporting Mate-
rials and Methods, the surface techniques give kinetics
that are orders of magnitude different from the simulation
and NMR results). Further experimental studies of the
SAM-SAM complex dissociation kinetics, using other
techniques, are needed before conclusions can be drawn.
Destabilization of the SAM-SAM complex can also be
achieved by a nonoptimal interaction between the mutated
side chains across the interface in the initial SAM hetero-
dimer configuration or by local clashes with neighboring
side chains on the same interface. This is a complex issue
that needs to be further explored both computationally and
experimentally, given that the complexes are dynamic.
Nevertheless, several of the starting configurations were
stable and the proteins did not dissociate immediately;
rather, they began to dissociate after 350–1100 ns, a
time that traditionally would be considered a very lengthy
equilibration for all-atom MD simulations.
Changes in internal protein dynamics are in part
local and in part point to allosteric pathways
within SAM domains

A simple analysis in terms of an implicit solvation model
(Figs. 4, S7, and S9) reveals a varied behavior in the changes
of solvation that occur during the preseparation transitions.
Again, this supports our conclusion that there is no predom-
inant dissociation pathway. Once separation occurs, DGs
is lower (more favorable) for the unbound proteins than for
the protein complex in all simulations (Table S2). Both pro-
tein-water solvation enthalpy and entropy contribute to this
change, but quantitative contributions are difficult to
estimate without much more extensive and explicit models
(e.g., (13,41)). Similar to what has been observed in other
systems, polar side chains are at least partly solvated in the
complex (42–44). Notably, in our analysis of transitions in
the WT SAM-SAM complex, we only found one side-chain
residue (a tryptophan in the SHIP2 SAM domain at the cen-
ter of the interface) that was temporarily fully desolvated
(24). Our results show accordingly that the solvation of polar
groups is essentially unchanged upon protein dissociation.
However, the number of water molecules close to the protein
increases, corresponding to the area that is exposed upon
protein dissociation. Although this additional solvation re-
quires an overall ordering of water molecules (and is not a
thermodynamically favorable event in terms of entropy), it
could be offset by the additional enthalpy of protein-water
interactions (see discussion in Supporting Materials and
Methods). In addition, water bound at the polar protein-pro-
tein interface in the complex becomes more dynamic as the
proteins dissociate (e.g., (4,41)). Generally, water is able to
move quickly to the newly uncovered interfaces and is un-
likely to have a limiting kinetic influence on the dissociation
process (6,8). As discussed elsewhere (e.g., (45)), substantial
protein fluctuations are an order or two slower than solvent
motions. The dynamics of hydrogen-bonded waters is ex-
pected to mirror the fluctuations of protein side chains,
which are more rigid even at the rim of the interface. Wa-
ter-mediated structures and water dynamics clearly play an
Biophysical Journal 110(4) 877–886



FIGURE 6 (a and b) Increased dynamics at the EphA2-SHIP2 interface

(a) and decreased motions in wide regions of SHIP2 (b) are observed upon

dissociation. The residues are colored from white to red for positive

changes in the S2-derived entropy value multiplied by the temperature

(a), and white to blue for negative changes (b) (in both, the color range is

given by a value of ln (1) to ln (376)). The sum of the average changes

in dynamics for the residue bonds that were analyzed is projected onto

the main chain of the complex, shown in ribbon and line representation.
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important role in protein association processes as recently
described in publications of the Ham and the Helms labora-
tories (14,17). Compared with the dynamics of water, the in-
ternal dynamics of proteins can be more straightforwardly
evaluated. A change in protein dynamics provides a deeper
insight into the process of dissociation.

We used two methods to evaluate changes in protein
entropy. The first method compared the fluctuations in the
proteins in the bound complex with those of their dissoci-
ated states. The second one compared the relative change
in entropy for each domain between their free and bound
states during the protein dissociation process, and gave
consistent results. A broad equivalence between different
methods of entropy evaluation has been reported (46–48).
Similar to what has been reported in other studies, we found
it difficult to obtain an exact accounting of the different
contributions and typically had to make adjustments due
to nonconsidered terms (see Supporting Materials and
Methods). However, it is clear that the entropy changes
due to altered protein dynamics alone account for a signifi-
cant proportion of the estimated entropy differences (up to
50% in terms of magnitude). Since the changes were consis-
tent by themselves, we examined the distribution of the
entropy differences at the residue level in both proteins.
The order parameter (S2)-derived dynamics changes were
mapped to a representative structure of the complex (shown
in Fig. 6). Our analyses point to a substantial increase in
protein fluctuations in parts of the SHIP2 SAM and
EphA2 SAM interface regions (especially the latter).

Both analyses reveal a small decrease in the dynamics for
parts of the SHIP2 domain away from the interface region.
Numerically, the change in dynamics for the groups at the
predominant interface of EphA2 and SHIP2 outweighs the
changes at the SHIP2 noninterface surface, even after we
consider a>3-fold higher number of bonds and correspond-
ingly larger protein surface area for the latter. Thus, changes
that occur far away from the interaction interfaces are more
modest than those observed at the predominant interaction
interface itself. Similar dynamic allostery has been charac-
terized in other systems (48–50), and the importance of
the protein interaction rim region, as well as the noninter-
acting regions, is currently a topic of investigation in the
field of protein-protein interactions (e.g., (51–53)). Thus,
for our system, it is likely that the binding event on one
interface may be used to alter the binding of proteins or
ligands at other SAM domain interfaces via a mechanism
that may be exploited for possible signaling functions.

In summary, WT EphA2-SHIP2 SAM-SAM complexes
are stable in all-atom microsecond MD simulations. By
contrast, the majority of simulations of two cross-interface
ion-pair mutants show protein dissociation on this time-
scale. Before protein dissociation occurs, several transitions
(especially in-place domain rotations, pivoting with transla-
tional movement and rolling), as well as transient separation
and recapture events, are seen. It appears that such transi-
Biophysical Journal 110(4) 877–886
tions are critical and likely obligatory events in the dissoci-
ation process, as they serve to move the complex structure
away from its preferred binding interface to interfaces
with weaker and less extensive contacts. The mutated resi-
dues appear to facilitate this initial process. Assuming that
protein association is the reverse of the protein dissociation
process, our findings make predictions about the nature of
interactions in encounter complexes and bound intermedi-
ates. Although protein solvation plays a large role, another
major contribution to the dissociation process is altered fluc-
tuations, mostly by increased side- and main-chain dy-
namics in the separated proteins. Based upon the pattern
of changes in dynamics, we conclude that SAM domains
could be allosteric proteins.
SUPPORTING MATERIAL

Supporting Materials and Methods, ten figures, five tables, and one
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15. Blöchliger, N., M. Xu, and A. Caflisch. 2015. Peptide binding to a PDZ
domain by electrostatic steering via nonnative salt bridges. Biophys. J.
108:2362–2370.

16. Ahmad, M., W. Gu, and V. Helms. 2008. Mechanism of fast peptide
recognition by SH3 domains. Angew. Chem. Int. Ed. Engl. 47:7626–
7630.

17. Ahmad,M., W. Gu,., V. Helms. 2011. Adhesive water networks facil-
itate binding of protein interfaces. Nat. Commun. 2:261.
18. Gumbart, J. C., B. Roux, and C. Chipot. 2013. Standard binding free
energies from computer simulations: What is the best strategy?
J. Chem. Theory Comput. 9:794–802.

19. Hynes, N. E., P. W. Ingham, ., T. Pawson. 2013. Signalling change:
signal transduction through the decades. Nat. Rev. Mol. Cell Biol.
14:393–398.

20. Pasquale, E. B. 2010. Eph receptors and ephrins in cancer: bidirectional
signalling and beyond. Nat. Rev. Cancer. 10:165–180.

21. Qiao, F., and J. U. Bowie. 2005. The many faces of SAM. Sci. STKE.
2005:re7.

22. Lee, H. J., P. K. Hota, ., M. Buck. 2012. NMR structure of a hetero-
dimeric SAM:SAM complex: characterization and manipulation of
EphA2 binding reveal new cellular functions of SHIP2. Structure.
20:41–55.

23. Shaw, D. E., M. M. Deneroff, ., S. C. Wang. 2008. Anton, a special-
purpose machine for molecular dynamics simulation. Commun. ACM.
51:91–97.

24. Zhang, L., and M. Buck. 2013. Molecular simulations of a dynamic
protein complex: role of salt-bridges and polar interactions in configu-
rational transitions. Biophys. J. 105:2412–2417.

25. Myszka, D. G. 1999. Improving biosensor analysis. J. Mol. Recognit.
12:279–284.

26. Phillips, J. C., R. Braun, ., K. Schulten. 2005. Scalable molecular
dynamics with NAMD. J. Comput. Chem. 26:1781–1802.

27. Buck, M., S. Bouguet-Bonnet, ., A. D. MacKerell, Jr. 2006. Impor-
tance of the CMAP correction to the CHARMM22 protein force field:
dynamics of hen lysozyme. Biophys. J. 90:L36–L38.

28. Huang, J., and A. D. MacKerell, Jr. 2013. CHARMM36 all-atom
additive protein force field: validation based on comparison to NMR
data. J. Comput. Chem. 34:2135–2145.

29. Jorgensen, W. L., and J. D. Madura. 1983. Solvation and conformation
of methanol in water. J. Am. Chem. Soc. 105:1407–1413.

30. Jo, S., M. Vargyas,., W. Im. 2008. PBEQ-Solver for online visualiza-
tion of electrostatic potential of biomolecules. Nucleic Acids Res.
36:W270–W275.

31. Andricioaei, I., and M. Karplus. 2001. On the calculation of entropy
from covariance matrices of the atomic fluctuations. J. Chem. Phys.
115:6289.

32. Seeber, M., M. Cecchini,., A. Caflisch. 2007.Wordom: a program for
efficient analysis of molecular dynamics simulations. Bioinformatics.
23:2625–2627.

33. Yang, D., and L. E. Kay. 1996. Contributions to conformational entropy
arising from bond vector fluctuations measured from NMR-derived
order parameters: application to protein folding. J. Mol. Biol.
263:369–382.

34. Zeiske, T., K. A. Stafford, ., A. G. Palmer, 3rd. 2013. Starting-struc-
ture dependence of nanosecond timescale intersubstate transitions and
reproducibility of MD-derived order parameters. Proteins. 81:499–509.

35. Krissinel, E. 2010. Crystal contacts as nature’s docking solutions.
J. Comput. Chem. 31:133–143.

36. Cohen, M., D. Reichmann, ., G. Schreiber. 2008. Similar chemistry,
but different bond preferences in inter versus intra-protein interactions.
Proteins. 72:741–753.
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SUPPLEMENTARY EXPERIMENTAL METHODS, ANALYSIS,  AND DISCUSSION 

Binding affinity and kinetics of mutants by SPR measurement and comparison with MD simulations 
 
Surface Plasmon Resonance (SPR) was carried out as follows: The proteins were dialyzed against a buffer consisting 
of 10 mM HEPES at pH 7.4, 150 mM NaCl, 1 mM TCEP-HCl and 0.005% surfactant P-20. SPR was measured on a 
Biacore T100 biosensor instrument (GE Healthcare) at 25°C. Proteins were immobilized  on CM5 sensor chips using 
amine coupling (EphA2 SAM wild type: 150 RU {refractive units}, K956D: 180 RU, and R957D: 160 RU). Control 
surfaces were prepared with bovine serum albumin. Interaction experiments were carried out by injecting a series of 
concentrations of wild type or mutant SHIP2 SAM at a flow rate of 65 µl min−1. The dissociation of the proteins was 
monitored over 1200 sec and then the surfaces were regenerated by two sequential 30 sec injections of 25 mM NaOH 
to dissociate bound SHIP2. The control response (a possible non-specific interaction with chip-bound Bovine serum 
albumin) as well as the baseline were subtracted [25]. The data were then fitted to a 1:1 binding model (for the wild 
type and K956D) and Heterogeneous ligand model (for R957D) using BIAevaluation 2.0 Software (GE healthcare, 
USA) and Origin 8.1 (OriginLab, Northampton, MA). The dissociation constants (KD) were also independently 
determined from the fitting of the equilibrium binding data to 1:1 Langmuir model.   
 
Kinetic rate measurements over a range of concentrations partially support the equilibrium binding data. The 
mutants have slower association rates (ka), most pronounced in the case of the swap-mutant2 (R957D/D1223R) 
complex (Figure S3 c & d and Table S1). A slower association rate is expected because the electrostatic surface 
(displaying a large amount of charge degeneracy) is disrupted by the mutation (Fig. S5). Surprisingly, the dissociation 
rate (kd) is not substantially changed for the K956D/D1235K complex. In the case of the R957D/D1223R complex, 
the dissociation data does not fit the 1:1 binding model well and were also fitted to the heterogeneous ligand model 
(Fig S4). Here, an increased rate of dissociation (by ~8-fold relative to wild type) was seen in the fast phase. Overall, 
the decreased affinity and slower association rates determined by the SPR analyses are consistent with the lower 
stability of the mutant SAM:SAM complexes observed in the simulations. 
 
The experimental SPR data confirm slower association kinetics for the mutants compared to the wild type. (Table S1). 
The decrease in association rates is in accord with a diminished net electrostatic surface for steering the encounter 
complexes. However, in terms of the dissociation kinetics it is difficult to compare the timescale of the simulation to 
macroscopic measurements. While we have no evidence of interference by transport effects [55], the dissociation 
kinetics are at the upper limit of detection by SPR [56] and may still reflect a surface phenomenon. Remarkably, to our 
knowledge no direct comparison between SPR derived dissociation kinetics and simulations/even coarse-grained or 
Brownian dynamics has been published. (Our studies to define kinetics by NMR relaxation dispersion measurements 
or stop flow fluorescence measurements are on-going but suggest events occur on the low ms-time scale).  In accord 
with a recent study [57,58 which also suggest a 103 fold discrepancy, in this case between computed 
energies/dissociation kinetics and Kd], it is likely that the dissociation process seen in the simulations is accelerated; 
the barriers to interconversion and protein separation may be low and the solvent dynamics of the TIP3P water 
model used [28], is 2.5-fold too fast [57]. As a note, a number of reports have recently questioned whether the current 
forcefields are accurate enough for simulating protein-protein association processes and suggest that the protein 
interactions may be stronger than in reality [59,60]. However, the fast dissociation kinetics and lack of recapture 
observed here would suggest the opposite.  
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Details of the protein dynamics analysis and discussion of its relative contribution compared to other 
thermodynamic changes upon protein dissociation  

The contacting surface area was calculated as the difference of the solvent accessible surface between the free 
proteins and complex using the Lee and Richards algorithm in CHARMM (probe radius of 1.4 Å). Contributions to the 
solvent accessible surface from polar- and non-polar groups were considered separately. For this, atoms are classified 
into two types: nonpolar atoms (C, HP, HA, HB, HA1, HA2, and HA3) and polar atoms (O, N, S, P, H, HC, HR1, HR2, HR3, 
and HS – using CHARMM nomenclature for atom types). The hydrogen bond analysis used the standard distance cut-
off of 3.5 Å and an angle cut-off of 90 degrees from linearity between donor-hydrogen and acceptor. The van der 
Waals and electrostatic interaction energies between proteins were calculated using the CHARMM program with the 
standard C36 forcefield and cut-offs.  The solvation free energy was calculated with PBEQ [30] using a dielectric 
constant for the reference environment and protein interior of 1, while the solvent dielectric constant was set to 80. 
Although the change in solvation energy calculated this way appears to be an order of magnitude larger than 
estimated by other criteria, such as change in solvent accessible surface area (see below) the magnitude was 
consistent with other free energy calculations [30]. Recently, more advanced free energy perturbation methods are 
being developed [e.g. 61,62] but they are computationally expensive and beyond the scope of this report. However, 
we believe that the general trend and timing of the change is meaningful. 

The protein entropy was estimated using a quasi-harmonic (Q.entropy) approach [31] as implemented in Wordom 
[32] for four representative 100 ns segments of a 2.4 µs wild type trajectory [24] (started from a cluster2 structure) 
and four 100 ns segments of a trajectory after SAM-SAM domain center of mass separation is greater than 40Å (Fig. 
S8, later part not shown). {The finding that no common dissociation pathways are observed, as well as the limitations 
in sampling, limited our analysis to that of the starting and end-points. Analysis on other separation trajectories gives 
similar results}. Protein residues were classified into those located at the predominant interacting surface, occasional 
and non-interacting surfaces (refer to Table S3 for residue listing). The free energy change due to altered protein 
dynamics (i.e. entropy change multiplied by the temperature, 300K) is scaled by the total number of atoms for each 
grouping of residues. These data and also the extent of the changes are given in Table S4. An alternative method 
estimates entropy differences following the approach of Yang and Kay [33] due to changes in bond motions of main- 
and sidechain N-H, C-H and C=O groups using Lipari-Szabo order parameters, S2. Correlation times and S2 were 
calculated using the NMR module in CHARMM. A cut-off for the correlation function of 3.3 ns was used, which is the 
estimated average correlation time for global motions of the free proteins and of the protein complex scaled by the 
discrepancy between TIP3P and real water motion [see ref. 57]. A cut-off value of 1.1 ns was used for each correlation 
function derived internal correlation times to determine whether the individual correlation function is well 
converged. A number of bond vectors were eliminated from the calculation because their motions had not converged 
by this criterion; thus between 3.7% (of mainchain N-H groups) to 15.7% (of sidechain C=O groups) of the X-H and 
C=O bonds were excluded. Similarly to the Q.entropy, the uncertainty was estimated from four 100 ns windows of a 
simulation of the wild type protein-protein complex (Table S5). The total free energy contribution due to a protein 
entropy change of 63.4 kcal mol-1 of 2180 atoms of the Q.analysis compares with 31.7 kcal mol-1 for 887 bonds from 
the S2 entropy analysis, suggesting the latter analysis captures around 50% of the dynamic changes. The difference is 
consistent with the lesser number and type of atoms, as well as with the motions monitored. 

Several methods have been used to estimate the contribution to entropy changes from the difference in protein 
dynamics between different states (usually bound – free) of proteins. Overall these estimates are similar in magnitude 
[e.g. 63-66, 49] and we have only used one method to estimate entropy from order parameters here. A second issue 
concerns the relative contribution of the protein entropy changes compared to other thermodynamic contributions. 
Following Wand and colleagues, as well as others, the total binding entropy (equivalent to the ITC derived value of 
ΔS*T = 4.7 kcal/mol), T*ΔSbind, is given by T*ΔSbind = T* (ΔSconf + ΔSsol + ΔSRT + ΔSother) [e.g. 47]. Here, ΔSsol can be 
estimated using the change in non-polar and polar accessible surface area (ΔASA = buried surface area, denoted BSA 
above) as ΔSsol = ln (T/385) * (0.45 ΔASAnonpolar – 0.26 ΔASApolar) [67]. The solvent accessible surface buried in the 
wild type complex is approx. 800 Å2 with 60% non-polar vs. 40% polar, yielding a value of approx. -9.5 kcal/mol for 
T*ΔSsol. The entropy change due to change of rotational and translational entropy is 5R (where R is the gas constant) 
or 3.0 kcal/mol for T*ΔSRT [68]. If we presume ΔSother to be negligible, this would yield a value of 11.2 kcal/mol for 
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T*ΔSconf.. This is the parameter we tried to capture by the two protein entropy analyses above. However, the total 
T*ΔS values are 63.4 kcal/mol for the quasi-harmonic analysis and 31.7 kcal/mol for the order parameter analysis. 
We noted that the order parameter analysis yields an estimate for entropy change that is 50% below that from the 
quasi-harmonic analysis. This is in part because, as noted above, fewer atoms were considered, but also because the 
S2 analysis does not consider motions slower than the correlation time cut-off or vibrational entropy with motions 
that do not involve bond rotation. Then, there remains a discrepancy between the estimated values for ΔSconf.  using 
the calculation above and the values calculated from the quasi-harmonic/order parameter analysis, suggesting that 
the difference of -20.5 kcal/mol would need to be absorbed by the ΔSother term (in the case of the S2 derived T*ΔSconf.). 
This magnitude of discrepancy is not unusual (e.g. a value of 18.5 kcal/mol has been estimated in a study of 
Calmodulin variants binding to peptides [69], a protein that is similar in terms of the interacting surface area to the 
SAM domains). It should be noted that unlike reported in a few  recent analyses [70,71], the entropy analyses 
described above do not consider correlated motions. However, the difference in ΔSconf due to locally correlated bond 
motions is small (< 20%) compared to the changes considered above.  
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SUPPLEMENTARY TABLES: 
 
 
Table S1. Comparison of the equilibrium binding and kinetic parameters of the wt and mutant SAM:SAM complexes. 

Complex 
EphA2/SHIP2 

KD (µM) ka (x103 M s-1) kd (x10-3 s-1) ka2  (x103 Ms-1) kd2 (x10-3 s-1) 

wild type/wild 
type 

2.2 ± 0.2 16.4 ± 0.2 35 ± 2 - - 

K956D/D1235K 20.3 ±0.3 4.38 ± 0.1 89 ± 17 - - 

R957D/D1223R 106 ± 8.2 3.45 ± 0.02 285 ± 10 0.11 ±0.002 7 ± 0.8 
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Table S2. Analysis of structures before and during protein dissociation for trajectories corresponding to Figs. 3 and 4: Parameters 
for the three starting points (clusters1-3) of the R956D/D1223R mutant complex (after 20ns of NAMD simulation) and for distinct 
points of the zoomed in separation trajectories including RMSD, crossing angle between helices5 of the EphA2 SAM and SHIP2 SAM 
domains calculated using the method published previously [24], center of mass distance (COM), buried surface area (BSA) buried 
(total, polar/non-polar and ratio), hydrogen-bonds (Hbs): protein-protein, protein-solvent, the number of waters within 3.5 Å of 
protein, solvation free energy calculated with PBEQ [30] and waters bridging between the EphA2 and SHIP2 interfaces (less than 
3.5 Å distant from both). Each parameter was calculated and averaged over 1 ns with 0.5 ns on each side of the stated time-point. 
For comparison data for 5ns into the wild type trajectories, started with each of the clusters1-3, are shown [24].  

(a) for trajectory corresponding to Fig. 3,4 started with cluster2. 

Time WT MutNAMD 1ns 5ns 7.5ns 10ns 12.5ns 18ns 20ns 22.5ns 26ns 

COM  (Å) 23.4±0.3 25.4±0.6 27.9±0.3 26.9±0.5 29.2±0.3 30.1±0.4 29.1±0.5 30.0 ±0.6 33.0±1.0 30.5±0.5 53.2±0.9 

RMSD (Å) 3.4±0.4 5.7±0.4 5.3±0.2 5.1±0.1 7.4±0.3 8.8±0.2 9.5 ±0.3 11.1 ±0.1 13.1±0.2 10.4±0.1 19.7±0.3 

Angle (°) 55.3±6.6 55.7±5.2 52.9±5.0 62.0±6.5 47.7±5.7 87.9±5.0 103 ±4.8 95.2±2.1 130.1±4 105.1±6 90.4±3 

BSA (Å²) 898±76.2 714±61.3 634±29 501±30 596±42 406±26 444±23 387±53.6 82.2±74 236±57.4 ~ 0 

BSA-np 
(%) 

59.3±4.0 63.6±5.6 64.2±2 62.7±4 61.7±5 50.3±5 53.9±5 61.8±9 31.9±25 57.1±11 N/A 

BSA-p (%) 40.7±6.0 36.4±4.6 35.8±3 37.3±2 38.3±3 49.8±6 46.0±4 38.2±5 68.1±65 42.9±13 N/A 

Number of 
waters 

558±10.0 599±9.6 607±8.4 615±6 596±5.4 601±5.9 603±5.6 614.2±7.8 627.0±5. 612.±7.6 633±6.4 

Hbs-
protein-
solvent 

327±13.5 358±10 358±10. 353±8 347±11 345±9 337±7 353±8.6 356±9.4 353±6.3 360±11 

Hbs-
protein-
protein 

18.1±2.8 8.6±1.7 5.4±0.4 3.7±1.8 3.9±1.7 3.9±1.9 10.3±0.6 3.6±1.3 1.8±2.7 0.4±0.8 ~ 0 

ΔGs 

Solvation 
(kcal/mol) 
relative to 
Mut.NAMD 

 

222 ±60 

 

0 ±55 

 

53±43 

 

-56±31 

 

139±56 

 

29±29 

 

133±35 

 

-49±27 

 

-217±53 

 

-89±51 

 

-333 ±49 

Waters 
bridging 
interface 

2.8±2.3 3.6±2.3 4.7±1.8 1.2±0.8 1.8±0.7 2.3±1.4 2.7±1.5 1.8±0.8 3.3±2.9 0.44±0.6 ~ 0 
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Table S2 (b). Analysis of structures before and during dissociation for swap-mutant2 starting from cluster1 simulation results 
(corresponding to Fig. S6 and S7). See the description for Table S5a for details. 

Time WT Mut.NAMD 1ns 5ns 7.5ns 10ns 12.5ns 18ns 20ns 22.5ns 26ns 

COM  (Å) 25.1±0.3 24.6±0.3 31.5±0.5 29.5±0.7 31.0±0.7 30.3±0.4 30.5±0.3 34.1±0.6 31.2±0.5 42.0±1.2 52.8±1.0 

RMSD (Å) 2.3±0.3 5.8±0.2 12.4±0.1 11.7±0.1 11.4±0.2 11.3±0.1 11.6±0.1 11.0±0.3 10.6±0.2 15.4±0.3 18.9±0.5 

Angle (°) 14.3±5.9 16.1±5.1 162.3±4.0 148.1±6.7 135.1±5.0 132.3±4.3 140.2±3.1 132.7±8.2 137.1±3.5 143.7±5.7 73.9±4.8 

BSA (Å²) 692±45 767±56 286±45 303±41 236±17 254±17 292±25 174±29 233±17 ~0 ~0 

BSA-np 
(%) 

60.8±4.1 42.9±5.7 17.8±5.9 33.4±7 33.8±4 32.5±4 29.8±6 32.4±12.3 42.0±7 N/A N/A 

BSA-p (%) 39.2±4.5 57.1±3.4 82.2±11.6 66.7±8 66.2±7 67.5±8 70.2±4 67.6±6.2 58.0±4 N/A N/A 

Number of 
waters 

585±12.9 596±8.6 614±6.7 619±9.1 612±5.3 609±8.5 612±1.6 634±2.7 617±9.5 627±5.6 645±7.1 

Hbs-
protein-
solvent 

344±15.4 350±10.0 333±8.9 345±9.4 341±6.3 340±9.3 342±8.5 350±5.0 345±7.7 358±2.9 361±5.9 

Hbs-prot-
protein 

10.5±1.4 13.5±1.6 10.2±1.2 9.2±0.5 8.0±1.1 6.2±1.5 8.4±0.5 5.8±0.3 6.2±0.6 ~0 ~0 

ΔGs 

Solvation 
(kcal/mol) 
relative to 
Mut.NAM
D 

 

-94 ±90 

 

0 ±59 

 

+151 ±40 

 

151±53 

 

116±57 

 

166±45 

 

190±42 

 

160±33 

 

-3±34 

 

-113±53 

 

-252 ±33 

Bridging 
waters 

3.3±2.1 4.9±1.5 12.1±1.5 0.9±0.4 5.6±1.5 6.4±2.0 6.1±2.00 0.9±0.5 5.2±2.1 ~0 ~0 
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Table S2 (c) Analysis of structures before and during protein dissociation for swap mutant2 simulation starting from 
cluster3 (corresponding to Fig. S8, S9). See legend for Table S5a for details. 

Time WT Mut.NAMD  1ns 5ns 7.5ns 10ns 12.5ns 

COM  (Å) 25.5±0.3 26.9±0.3 27.5±0.3 28.3±0.3 30.9±0.4 34.1±0.8 44.3±1.8 

RMSD (Å) 2.6±0.4 6.1±4.1 4.4±0.2 5.7±0.3 8.9±0.4 9.9±0.4 12.7±0.8 

Angle (°) 100±10.5 105±6.4 103±3.0 98.7±5.9 67.7±4.00 81.1±5.9 53.9±10.8 

BSA (Å²) 812±72.5 637±45.5 497±33.9 503±38.3 272±60.7 ~0 ~0 

BSA-np (%) 50.2±4.3 57.1±3.4 65.4±5.3 77.9±5.7 42.8±9.7 N/A N/A 

BSA-p (%) 49.9±6.0 42.9±5.4 34.6±4.0 22.1±8.1 57.2±14.1 N/A N/A 

Number of 
waters 

581±7.8 576±7.8 590±8.5 604±6.4 633±6.6 639±6.4 630±3.1 

Hbs-protein-
solvent 

335±10.8 335±8.9 346±10.5 351±10.5 355±6.2 349±6.5 339±9.4 

Hbs-protein-
protein 

16.0±3.2 12.5±1.2 8.4±0.6 0.8±1.5 6.4±2.3 ~0 ~0 

ΔGs 

Solvation 
(kcal/mol) 
relative to 
Mut.NAMD 

 

-130 ±70 

 

0±43 

 

-128±54 

 

-155±58 

 

-293±45 

 

-199±63 

 

-360±8 

Bridging 
waters 

3.5±2.7 8.7±2.9 2.5±1.4 3.9±3.0 ~0 ~0 ~0 
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Table S3. Classification of protein residues according to the type of surface. 
 

Class of residues EphA2 SAM  SHIP2 SAM 

at predominant interface 916, 917, 950-954, 956, 957, 960 1220-1223, 1226, 1227, 1230-1232, 1235, 1238 

near interface/ sampled 
occasionally in mutants 

918-921, 923, 924, 941, 942, 945, 946, 955 1224, 1229, 1233, 1234, 1237, 1241, 1242, 1246 

not at interfaces (above) but on 
protein surface 

909, 912, 913, 921, 925, 930, 936, 937, 939, 944, 949 1201, 1205, 1210, 1212, 1217, 1228, 1236, 1239, 1250, 
1254 

 
 
 
 
Table S4. The entropy increases at some but not all interaction interfaces upon protein dissociation, but it also decreases 
for a non-interface region of SHIP2. Entropy was calculated as described above in the method section. All values (except 
atom number and % differences) are in cal mol-1 atom-1. Three classes of residues: predominant interface, low population 
interface, and non-interface are listed. Columns (bold headings): Values are given for entropies as Entropy*T, for the three 
different regions of the SAM-SAM complex; the % variation is an average over four 100 ns segments. The numbers of 
atoms involved in the analyses are shown within [ ] parentheses following the entropy values. The Temperature, T, was  
300 K. In-between columns (headings in Italics): Shows the Entropy*T change, ΔEntropy*T, as an absolute difference 
value and in %, (given in [ ] parentheses) comparing the dissociated proteins with the complex. The total Entropy*T 
change upon dissociation, which is the sum of the values in columns multiplied in each case by the relevant number of 
atoms, is 63.4 kcal.mol-1. Values with significant changes are given in bold. 
 

 Predominant 
Interface  

Entropy*T  

[Number of atoms] 

av. Interface 

       ΔEntropy*T  

[difference in %] 

Low-pop Interface 

Entropy*T 

[Number of atoms] 

av.low-pop 
Interface        
ΔEntropy*T  

[difference  %] 

Non-Interface 

Entropy*T 

[Number of atoms] 

av. Non-Interface 

 ΔEntropy*T  

[difference  in %] 

EphA2       

mainchain 1297.8±0.7% [40] 166.3 [+12.8%] 1534.4±2.1% [68] 85.3 [+5.6%] 1469.9±1.5%[177] 41.6 [+2.8%] 

sidechain 1197.4±1.5% [137] 238.8 [+20.0%] 1469.9±1.0% [238] 44.5 [+3.0%] 1333.7±1.4%[495] 10.8 [+0.8%] 

       
SHIP2       

mainchain 1391.0±2.5% [44] 39.4 [+2.8%] 1355.2±1.5%[56] 10.0 [+0.7%] 1448.4±3.0% [161] 68.1 [+4.7%] 

sidechain 1161.6±1.6% [132] 80.3 [+6.9%] 1434.0±0.8%[147] 48.8 [+3.4%] 1247.6±2.5% [485] -74.6 [-6.0%] 
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Table S5. Dynamics changes (Entropy change*T) as evaluated by the analysis of Lipari-Szabo order parameters confirm 
that almost all interface sites in both domains have greater fluctuations in the free proteins compared to the complex. 
Some non-interface sites in SHIP2 SAM show moderately decreased dynamics upon dissociation. Dynamics changes by 
bond type are listed for the three classes of interface in cal mol-1 bond-1, significant changes are given in bold. The total 
entropy*T change upon dissociation (= columns * relevant number of bonds) is 31.7 kcal.mol-1. As would be expected 
from the nature of residues at the predominant interfaces (Arg/His/Lys on one side and Asp/Glu on the other), N-
H/positively charged sidechain groups at the EphA2 interface experience the largest entropy increase, whereas for SHIP2 
this is true for C=O/negatively charged groups. Changes away from these interfaces involve the opposite groups, 
consistent with the observation that those sidechains are the more prevalent at the infrequently interacting- and non-
interacting surfaces. 

Bond 
types 

Predominant  Interface 
ΔEntropy  MC/SC  
[# bonds MC/SC] 

Low-pop Interface 
ΔEntropy  MC/SC  
[# bonds MC/SC] 

Non-Interface 
ΔEntropy MC/SC  
[# bonds MC/SC] 

EphA2    
N-H 207.9±14.3 / 71.7±21.5 

[9] / [12] 
121.5±45.0  / 14.3±35.9 
[14] / [24] 

50.2±21.5  / 43.0±21.5 
[28] /  [11] 

C-H 243.8±28.7/ 172.1±50.2 
[11] / [48] 

78.9±50.2 / 93.2±28.7 
[14] / [62] 

86.0±28.7 / 7.2±14.3 
[30] / [104] 

C=O 229.4±21.5 / N/A 
[7] / [0] 

114.7±21.5 / -7.2±50.2 
[16] / [10] 

50.2±14.3 / 78.9±21.5 
[28] / [13] 

SHIP2    
N-H 28.7±43.0 / 14.3±28.7 

[11] / [3] 
-14.3±43.0 / 14.3±28.7 
[14] / [3] 

-50.2±21.5 / -71.7±21.5 
[28] / [23] 

C-H 28.7±57.4 / 164.9±78.9 
[12] / [37] 

-21.5±43.0/ 71.7±35.9 
[14] / [60] 

-107.6±28.7 / 43.0±21.5 
[34] / [122] 

C=O 14.3±35.9 / 93.2±35.9 
[10] / [7] 

-35.9±21.5 / -21.5±21.5 
[14] / [15] 

-71.7±28.7 / -28.7±21.5 
[29] / [10] 
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SUPPLEMENTARY FIGURES: 

 

 

Figure S1 Fluctuations in the 2.4 µs trajectories starting from different swap-mutant1 (K956D/D1235K) SAM-SAM 
complex configurations (clusters 1-3 as i., ii. and iii. respectively). (a) Mainchain RMSD (with respect to starting structure 
is shown in blue and with respect to the initial cluster1 configuration is shown in green). (b) Angle between helix5 of each 
domain shows the similarity to the original cluster geometry (green=cluster1; blue=cluster2). (c) Buried surface area.  

Compared to wild type simulations reported before [24], the cluster1 configuration is sampled more frequently in panel 
a.i. Swap-mutant1 is most compatible with the cluster1 configuration: the relative population of cluster1 vs. 2 has shifted 
from 49% vs. 36% in the wild type [Fig. 2b in ref. 24] to  60% vs. 20% for this mutant. 
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Figure S2 Fluctuations in the 2.4 µs trajectories starting from different swap-mutant2 (R957D/D1223R) SAM-SAM 
complex configurations (clusters 1-3 as i., ii. and iii. respectively). (a) Mainchain RMSD (with respect to starting structure, 
blue and cluster1 configuration, green). (b) Angle between helix5 of each domain, shows the similarity to the original 
cluster geometry (green=cluster1; blue=cluster2; however in this case the large RMSD shows structure is not populating 
cluster1). (c) Buried surface area.  

In the case of the cluster1 started simulation (panel i), cluster2 is sampled more than in the wild type simulation (here 
44% vs. 36% for cluster2  in Fig. 2b of  ref. 24).  
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Figure S3. SPR analysis of binding of the wild type and the mutant complexes. The EphA2:SHIP2 SAM:SAM (a) and 
K956D/D1235K (b) data fit well to the 1:1 Binding model. (c) The kinetics of R957D/D1223R interaction fit the 
Heterogeneous Ligand model better. The experimental response curves for different concentrations are drawn in black 
and the corresponding fits are drawn in red. (d) The equilibrium binding data of the wild type (blue, filled circles, 
K956D/D1235K (blue, filled squares), and R957D/D1223R (blue, filled triangles) complexes were fitted to the 1:1 
Langmuir model to estimate the dissociation constant (KD). Note that due to the different concentration range for the 
R957D/D1223R, its x-axis is given above the plotted data and for the wild type protein and K956D/D1235K, below the 
data.  The kinetic parameters are reported in Table S1. 
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Figure S4. Comparison of the SPR kinetics data of the wt and mutant EphA2 SAM: SHIP2 SAM complexes fitted to the 1: 1 
Binding and the Heterogeneous Ligand models. (a) The kinetics data of the wild type complex, (b) K956D/D1235K 
complex, and (c) R957D/D1223R complex. The R957D/D1223R data fits well to the Heterogeneous Ligand model, 
whereas, the wild type and the K956D/D1235K fit better to the 1:1 Binding model. 
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Figure S5. Swap mutations have a local effect on interface electrostatics. In the wild type SAM:SAM complex (a) 5 positive 
charges on the EphA2 interface meet 7 negatively charged residues on the SHIP2 side. (b) Complex shown as open book 
presentation, (c) and (d) with the mutations indicated by green arrows and residue labels. The electrostatic surface was 
calculated with the APBS module of pymol and is shown at ± 1 kT. 
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Figure S6. Analysis of a zoomed in region of the swap-mutant2 trajectory started with cluster1 configuration showing 
protein separation. (a) RMSD and center of mass separation. (b) Total solvent accessible surface area buried in complex. 
(c) Electrostatic and van der Waals potential interaction energy.  
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Figure S7. Analysis of a zoomed in region of the swap-mutant2 simulation, starting from cluster1. (a) Change in solvation 
free energy. (b) Polar and non-polar solvent accessible surface area buried at the protein interface. (c) Total number of 
protein-solvent hydrogen bonds (3.5 Å and 90 degree cutoff for distance, N-H O=C linearity) and number of water-protein 
contacts within 3.5 Å of the protein surface. 
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Figure S8. Analysis of a zoomed in region of the swap-mutant2 trajectory, started with cluster3 configuration, showing 
protein separation. (a) RMSD and center of mass separation. (b) Total solvent accessible surface area buried in complex. 
(c) Electrostatic and van der Waals potential interaction energy.  
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Figure S9. Analysis of a zoomed in region of the swap-mutant2 simulation started from cluster3. (a) Change in solvation 
free energy. (b) Polar and non-polar solvent accessible surface area buried at the protein interface. (c) Total number of 
protein-solvent hydrogen bonds (3.5 Å and 90 degree cutoff for distance, N-H O=C linearity) and number of water-protein 
contacts within 3.5 Å of the protein surface. 

 

 

Figure S10. Interaction potential energy between mutated residues and their opposing interfaces (cluster2 started zoomed 
in swap.mutant2 trajectory). (a) SHIP2 Arg1223 with EphA2 and (b) EphA2 Asp957 with SHIP2, showing initially 
favorable interactions, followed by favorable interaction of Arg1223 and then repulsive interactions during the final 
separation process.  
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MOVIE:  

Movie: The protein dissociation process of Fig. 2, 3 and Table of Content Figure, is shown with SAM domains in van der 
Waals space-filling representation. The trajectory is centered on the initial orientation of EphA2 SAM. Residues are 
colored as white: non-polar sidechains, green: hydrophilic and blue/red, positively and negatively charged sidechains, 
respectively. The mutated residues EphA2 R957D and SHIP2 D1223R are shown as 2x vdW radii spheres. The interaction 
exists at the start of the movie but is broken by the transitions. Eventually the mutated SHIP2 residue D1223R 
participates in a repulsive event with EphA2 Arginines (see Fig. S10). 
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