Multimedia Appendix 3. Precision and recall estimation when human coding is not a standard
classifier

Our modified method takes the following steps of Gibbs sampling:
(1) Assign initial values for (1, S1, S,, Cy, Cy).
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Sample y, from Binomial (d ,
(3) Sample w from Beta (O}, y; + a, n— 2y + Bp) fori=1,2,3,4
(4) Sample S; from Beta (y; + y, + as1, Y3 + V4 + Bs1)

Sample C; fromBeta (c +d — (Y3 +y4) + @c1, a+b— (y1 +y,) + Bc1)

Sample S, from Beta (y; + y3 + @52, Y2 + Y4 + Bs2)

Sample C, fromBeta (b +d — (Y, + y4) + Qcz, a+c— (y1 +y3) + Bc2)
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(5) Compute precisions by Precision; = S;m+(-Cp)(-m)

forj=1,2

The steps (2)-(5) are repeated a large number of times. The step (5) is due to Bayes’ Theorem.
The NPV may be obtained in Step (5) using the equation,
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forj=1,2.

A few different prior distributions and initial values may be tried to achieve robust results.



