
 

Supplementary Figure 1: Energy of charge-localized, charge-delocalized 3s and ion states. 

The relative energy (RE) and the binding energy (BE) are labeled in red and purple, resp. The 

vibrational energy deposited in the molecule is indicated with the green blocks.  

 

 
Supplementary Figure 2:  The time-dependent photoelectron spectra taken with different 

pump pulse wavelengths. (a) 193.0 nm, (b) 200.0 nm, (c) 207.0 nm, (d) 209.0 nm, (e) 220.8 

nm, (f) 224.9 nm, (g) 231.5 nm, and (h) 240.8 nm. The colors represent signal intensities on a 

natural logarithmic scale as given by the color bar (arbitary units).  
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Supplementary Figure 3:  The binding energy centers of the deconvoluted 3sL and 3sD 

peak for different wavelengths. The wavelengths are shown in detail in the caption of 

Supplementary Figure 2.  

 

 
Supplementary Figure 4: Fitted intensity ratio in a suddenly displaced two-component 

equilibrium system. (a) – (h) present experiments with the pump wavelengths as given in the 

caption of Supplementary Figure 2.  
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Supplementary Table 1: Fitted binding energy centers of the charge-localized and charge-

delocalized states. Fitted binding energy centers for the partially overlapping 3s peaks and the 

average center positions are shown with the uncertainties (3σ) in the parentheses. 

 

λ-pump/nm 3sL/eV 3sD/eV 
193.0 2.81 2.70 
200.0 2.79 2.71 
207.0 2.79 2.68 
209.0 2.83 2.71 
220.8 2.81 2.70 
224.9 2.82 2.71 
231.5 2.82 2.71 
240.8 2.81 2.70 

Average 2.81 (0.04) 2.70 (0.03) 
 

 

Supplementary Table 2: Fitted intensity ratios and equilibrium constants. Fitted intensity 

ratios, P(3sD) and P(3sL), for the partially overlapping 3s peaks after equilibrium is reached, and 

the equilibrium constants, K=P(3sD)/P(3sL), in the experiments with various pump wavelengths 

are shown in the table. Values in parentheses are the uncertainties (3σ) of the fits.  

 

λ-pump/nm P(3sD) P(3sL) ln(K) 
193.0 0.609 (0.016) 0.391 (0.016) 0.443 (0.069) 
200.0 0.652 (0.046) 0.348 (0.046) 0.628 (0.201) 
207.0 0.678 (0.006) 0.322 (0.006) 0.744 (0.026) 
209.0 0.703 (0.004) 0.297 (0.004) 0.864 (0.017) 
220.8 0.796 (0.015) 0.204 (0.015) 1.363 (0.090) 
224.9 0.829 (0.009) 0.171 (0.009) 1.576 (0.066) 
231.5 0.848 (0.005) 0.152 (0.005) 1.723 (0.036) 
240.8 0.893 (0.010) 0.107 (0.010) 2.124 (0.100) 

 

  



Supplementary Table 3: CCSD(T) single point energy of the cation. The atomic structure of 

DMP-L+ and DMP-D+ ions was optimized using HF, MP2, CCSD, conventional DFT with the 

PBE0 and BHandHLYP functionals, and the PZ-SIC method. (a) Using aug-cc-pVDZ basis set. 

(b) The optimizations were repeated for HF, MP2 and BHandHLYP with the cc-pVTZ basis set. 

The CCSD(T) single point calculation was repeated using the new optimized structures and the 

cc-pVTZ basis set.  

 

(a)  
Total Energy of the Ion with aug-cc-pVDZ basis set 

HF Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -344.0219305 0 -345.3855158 0 
DMP-L+ -344.0422318 -0.55 -345.3713700 0.39 
     
MP2 Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -345.2621014 0 -345.3898272 0 
DMP-L+ -345.2330798 0.79 -345.3764118 0.37 
     
BHandHLYP Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -346.1036799 0 -345.3857127 0 
DMP-L+ -346.0971438 0.18 -345.3717250 0.38 
     
CCSD Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -345.3379692 0 -345.3899978 0 
DMP-L+ -345.3296004 0.23 -345.3768989 0.36 
     
PZ-SIC Energy/eV RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -101.581485 0 -345.3784349 0 
DMP-L+ -101.241740 0.34 -345.3685658 0.27 
     
PBE0 Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -346.1656619 — -345.3876414 — 

 
  



 (b) 
Total Energy of the Ion with cc-pVTZ basis set 

HF Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -344.1013183 0 -345.6750194 0 
DMP-L+ -344.1208376 -0.53 -345.6597813 0.41 

     MP2 Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -345.5530006 0 -345.6769721 0 
DMP-L+ -345.5231728 0.81 -345.6627589 0.39 

     BHandHLYP Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ -346.1886724 0 -345.6751964 0 
DMP-L+ -346.1815073 0.19 -345.6607371 0.39 

     CCSDa Energy/a.u. RE/eV CCSD(T)/a.u. RE/eV 
DMP-D+ — — -345.6759645 0 
DMP-L+ — — -345.6618719 0.38 

 

a The CCSD/aug-cc-pVDZ optimized structures were used in the CCSD(T) single point energy 

calculations here because the CCSD/cc-pVTZ optimizations were found to require too large 

computational effort.  

 

  



Supplementary Table 4: Structures and Cartesian coordiantes of DMP. The  structures and 
the Cartesian coordinates of the DMP molecule in the ground state, optimized at (a) MP2 and (b) 
CCSD level of theory are shown in the tables. 

(a) DMP optimized with MP2 

 
 
DMP_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.224805 1.423149 0.000000 
C -0.253350 0.719265 1.194143 
C 0.253350 -0.719265 1.194143 
N -0.224805 -1.423149 0.000000 
C 0.253350 -0.719265 -1.194143 
C -0.253350 0.719265 -1.194143 
C -0.253350 2.804225 0.000000 
C 0.253350 -2.804225 0.000000 
H -1.367284 0.713079 1.237584 
H 0.124109 1.247669 2.085929 
H -0.124109 -1.247669 2.085929 
H 1.367284 -0.713079 1.237584 
H 0.124109 1.247669 -2.085929 
H -1.367284 0.713079 -1.237584 
H 1.367284 -0.713079 -1.237584 
H -0.124109 -1.247669 -2.085929 
H -1.365241 2.864457 0.000000 
H 0.124419 3.324434 -0.893981 
H 0.124419 3.324434 0.893981 
H 1.365241 -2.864457 0.000000 
H -0.124419 -3.324434 -0.893981 
H -0.124419 -3.324434 0.893981 



(b) DMP optimized with CCSD 

 
 
DMP_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.216286 1.427522 0.000000 
C -0.255031 0.721027 1.198452 
C 0.255031 -0.721027 1.198452 
N -0.216286 -1.427522 0.000000 
C 0.255031 -0.721027 -1.198452 
C -0.255031 0.721027 -1.198452 
C -0.255031 2.812760 0.000000 
C 0.255031 -2.812760 0.000000 
H -1.369053 0.713933 1.250817 
H 0.126947 1.249128 2.089801 
H -0.126947 -1.249128 2.089801 
H 1.369053 -0.713933 1.250817 
H 0.126947 1.249128 -2.089801 
H -1.369053 0.713933 -1.250817 
H 1.369053 -0.713933 -1.250817 
H -0.126947 -1.249128 -2.089801 
H -1.367585 2.882962 0.000000 
H 0.126706 3.332788 -0.894771 
H 0.126706 3.332788 0.894771 
H 1.367585 -2.882962 0.000000 
H -0.126706 -3.332788 -0.894771 
H -0.126706 -3.332788 0.894771 
  



Supplementary Table 5: Structures and Cartesian coordiantes of DMP+. The structures and 
the Cartesian coordinates of the charge-localized DMP-L+ ion and charge-delocalized DMP-D+ 
ion optimized by HF, MP2, CCSD, PZ-SIC and conventional DFT with the BHandHLYP and 
PBE0 functionals are shown in the tables (a) – (k). 
 
(a) DMP-L+ optimized with HF 
 

 
 
With aug-cc-pVDZ basis set: 
 
DMP-L+_HF Cartesian coordinates (Angstroms) 
Element x y z 
N -1.385080 -0.001648 -0.255152 
C -0.730374 1.186625 0.244426 
C 0.696931 1.264790 -0.289458 
N 1.415580 0.005813 -0.067207 
C 0.702704 -1.256142 -0.291870 
C -0.724315 -1.186687 0.243502 
C -2.816421 -0.005195 0.020800 
C 2.840009 -0.002990 0.235936 
H -0.715595 1.226800 1.341853 
H -1.253190 2.072372 -0.106895 
H 1.264196 2.064301 0.176096 
H 0.691743 1.411269 -1.371097 
H -1.242796 -2.075007 -0.107841 
H -0.708645 -1.227624 1.340968 
H 0.697194 -1.399983 -1.373746 
H 1.275289 -2.053810 0.170939 
H -3.272845 0.873667 -0.427407 
H -3.036838 -0.005809 1.094730 
H -3.268424 -0.886311 -0.427472 
H 3.308215 -0.839154 -0.274375 
H 2.951772 -0.128230 1.314152 
H 3.285217 0.935962 -0.073409 
 



 
 
With cc-pVTZ basis set: 
 
DMP-L+_HF Cartesian coordinates (Angstroms) 
Element x y z 
N 0.720455 1.202576 0.000000 
C 0.027458 0.763970 1.184326 
C 0.027458 -0.757247 1.257498 
N -0.433993 -1.345857 0.000000 
C 0.027458 -0.757247 -1.257498 
C 0.027458 0.763970 -1.184326 
C 0.985145 2.631999 0.000000 
C -1.233903 -2.558856 0.000000 
H -1.000022 1.132170 1.226912 
H 0.536091 1.127128 2.065478 
H -0.600372 -1.127248 2.052949 
H 1.037208 -1.127966 1.400476 
H 0.536091 1.127128 -2.065478 
H -1.000022 1.132170 -1.226912 
H 1.037208 -1.127966 -1.400476 
H -0.600372 -1.127248 -2.052949 
H 1.564213 2.891374 0.874405 
H 0.071880 3.226280 0.000000 
H 1.564213 2.891374 -0.874405 
H -1.019392 -3.132612 -0.887410 
H -2.279009 -2.268553 0.000000 
H -1.019392 -3.132612 0.887410 
 
  



(b) DMP-D+ optimized with HF 
 

 
 
With aug-cc-pVDZ basis set: 
 
DMP-D+_HF Cartesian coordinates (Angstroms) 
Element x y z 
N 0.232020 1.385041 0.000000 
C -0.232020 0.774264 1.186092 
C 0.232020 -0.774264 1.186092 
N -0.232020 -1.385041 0.000000 
C 0.232020 -0.774264 -1.186092 
C -0.232020 0.774264 -1.186092 
C 1.558369 1.986895 0.000000 
C -1.558369 -1.986895 0.000000 
H -1.317991 0.785464 1.230631 
H 0.177979 1.252343 2.069046 
H -0.177979 -1.252343 2.069046 
H 1.317991 -0.785464 1.230631 
H 0.177979 1.252343 -2.069046 
H -1.317991 0.785464 -1.230631 
H 1.317991 -0.785464 -1.230631 
H -0.177979 -1.252343 -2.069046 
H 1.670110 2.607465 0.883069 
H 1.670110 2.607465 -0.883069 
H 2.344777 1.225810 0.000000 
H -1.670110 -2.607465 0.883069 
H -1.670110 -2.607465 -0.883069 
H -2.344777 -1.225810 0.000000 
 
 
 
 
 
 



With cc-pVTZ basis set: 
 
DMP-D+_HF Cartesian coordinates (Angstroms) 
Element x y z 
N 0.231763 1.379698 0.000000 
C -0.231763 0.774878 1.182646 
C 0.231763 -0.774878 1.182646 
N -0.231763 -1.379698 0.000000 
C 0.231763 -0.774878 -1.182646 
C -0.231763 0.774878 -1.182646 
C 1.545858 1.999230 0.000000 
C -1.545858 -1.999230 0.000000 
H -1.311332 0.782824 1.227149 
H 0.173883 1.250803 2.060452 
H -0.173883 -1.250803 2.060452 
H 1.311332 -0.782824 1.227149 
H 0.173883 1.250803 -2.060452 
H -1.311332 0.782824 -1.227149 
H 1.311332 -0.782824 -1.227149 
H -0.173883 -1.250803 -2.060452 
H 1.649799 2.617597 0.877388 
H 1.649799 2.617597 -0.877388 
H 2.338780 1.254558 0.000000 
H -1.649799 -2.617597 0.877388 
H -1.649799 -2.617597 -0.877388 
H -2.344777 -1.225810 0.000000 
 
  



(c) DMP-L+ optimized with MP2 

 
With aug-cc-pVDZ basis set: 
 
DMP-L+_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.866786 1.070241 0.000000 
C 0.161517 0.628293 1.193909 
C 0.161517 -0.925779 1.228311 
N -0.461814 -1.379188 0.000000 
C 0.161517 -0.925779 -1.228311 
C 0.161517 0.628293 -1.193909 
C 1.045978 2.533795 0.000000 
C -1.831870 -1.850938 0.000000 
H -0.888392 0.995942 1.241474 
H 0.691824 0.978821 2.092356 
H -0.393853 -1.317206 2.090169 
H 1.205210 -1.276537 1.236009 
H 0.691824 0.978821 -2.092356 
H -0.888392 0.995942 -1.241474 
H 1.205210 -1.276537 -1.236009 
H -0.393853 -1.317206 -2.090169 
H 1.618016 2.823900 0.891844 
H 0.077342 3.073331 0.000000 
H 1.618016 2.823900 -0.891844 
H -2.018116 -2.440042 -0.907088 
H -2.502580 -0.967760 0.000000 
H -2.018116 -2.440042 0.907088 
 
 
 
 
 
 



With cc-pVTZ basis set: 
 
DMP-L+_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.852383 1.066103 0.000000 
C 0.156232 0.628409 1.186446 
C 0.156232 -0.916254 1.219872 
N -0.461173 -1.365961 0.000000 
C 0.156232 -0.916254 -1.219872 
C 0.156232 0.628409 -1.186446 
C 1.054143 2.515882 0.000000 
C -1.814870 -1.854668 0.000000 
H -0.882840 0.990482 1.238101 
H 0.681790 0.974867 2.074595 
H -0.390151 -1.306330 2.072928 
H 1.190635 -1.258392 1.227646 
H 0.681790 0.974867 -2.074595 
H -0.882840 0.990482 -1.238101 
H 1.190635 -1.258392 -1.227646 
H -0.390151 -1.306330 -2.072928 
H 1.624544 2.795912 0.881626 
H 0.106297 3.066906 0.000000 
H 1.624544 2.795912 -0.881626 
H -1.992706 -2.440826 -0.896309 
H -2.492519 -0.992468 0.000000 
H -1.992706 -2.440826 0.896309 
 
  



(d) DMP-D+ optimized with MP2 

 
With aug-cc-pVDZ basis set: 
 
DMP-D+_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.237938 1.393907 0.000000 
C -0.237938 0.767756 1.196198 
C 0.237938 -0.767756 1.196198 
N -0.237938 -1.393907 0.000000 
C 0.237938 -0.767756 -1.196198 
C -0.237938 0.767756 -1.196198 
C 1.616457 1.886829 0.000000 
C -1.616457 -1.886829 0.000000 
H -1.339277 0.775630 1.219701 
H 0.168116 1.263191 2.089621 
H -0.168116 -1.263191 2.089621 
H 1.339277 -0.775630 1.219701 
H 0.168116 1.263191 -2.089621 
H -1.339277 0.775630 -1.219701 
H 1.339277 -0.775630 -1.219701 
H -0.168116 -1.263191 -2.089621 
H 1.777888 2.500985 0.895881 
H 1.777888 2.500985 -0.895881 
H 2.346718 1.053251 0.000000 
H -1.777888 -2.500985 0.895881 
H -1.777888 -2.500985 -0.895881 
H -2.346718 -1.053251 0.000000 
 
 
 
 
 
 



With cc-pVTZ basis set: 
 
DMP-D+_MP2 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.236430 1.381898 0.000000 
C -0.236430 0.763027 1.188049 
C 0.236430 -0.763027 1.188049 
N -0.236430 -1.381898 0.000000 
C 0.236430 -0.763027 -1.188049 
C -0.236430 0.763027 -1.188049 
C 1.597879 1.890502 0.000000 
C -1.597879 -1.890502 0.000000 
H -1.326184 0.768195 1.210767 
H 0.162028 1.255181 2.071867 
H -0.162028 -1.255181 2.071867 
H 1.326184 -0.768195 1.210767 
H 0.162028 1.255181 -2.071867 
H -1.326184 0.768195 -1.210767 
H 1.326184 -0.768195 -1.210767 
H -0.162028 -1.255181 -2.071867 
H 1.751775 2.500408 0.885514 
H 1.751775 2.500408 -0.885514 
H 2.332161 1.076707 0.000000 
H -1.751775 -2.500408 0.885514 
H -1.751775 -2.500408 -0.885514 
H -2.332161 -1.076707 0.000000 
 



(e) DMP-L+ optimized with CCSD 
 

 
 
DMP-L+_CCSD Cartesian coordinates (Angstroms) 
Element x y z 
N 0.849247 1.078575 0.000000 
C 0.151752 0.638771 1.199958 
C 0.151752 -0.919023 1.237097 
N -0.467129 -1.382654 0.000000 
C 0.151752 -0.919023 -1.237097 
C 0.151752 0.638771 -1.199958 
C 1.098892 2.531972 0.000000 
C -1.838022 -1.878937 0.000000 
H -0.900181 0.999944 1.254346 
H 0.686725 0.995365 2.094089 
H -0.412001 -1.309002 2.095690 
H 1.193763 -1.276687 1.256159 
H 0.686725 0.995365 -2.094089 
H -0.900181 0.999944 -1.254346 
H 1.193763 -1.276687 -1.256159 
H -0.412001 -1.309002 -2.095690 
H 1.685512 2.795432 0.893312 
H 0.157822 3.120325 0.000000 
H 1.685512 2.795432 -0.893312 
H -2.011577 -2.475028 -0.906848 
H -2.524393 -1.007006 0.000000 
H -2.011577 -2.475028 0.906848 
 



(f) DMP-D+ optimized with CCSD 
 

 
 
 
DMP-D+_CCSD Cartesian coordinates (Angstroms) 
Element x y z 
N 0.236838 1.394816 0.000000 
C -0.236838 0.772763 1.197551 
C 0.236838 -0.772763 1.197551 
N -0.236838 -1.394816 0.000000 
C 0.236838 -0.772763 -1.197551 
C -0.236838 0.772763 -1.197551 
C 1.606702 1.920596 0.000000 
C -1.606702 -1.920596 0.000000 
H -1.338427 0.782281 1.228704 
H 0.173368 1.264996 2.091280 
H -0.173368 -1.264996 2.091280 
H 1.338427 -0.782281 1.228704 
H 0.173368 1.264996 -2.091280 
H -1.338427 0.782281 -1.228704 
H 1.338427 -0.782281 -1.228704 
H -0.173368 -1.264996 -2.091280 
H 1.754898 2.539344 0.896632 
H 1.754898 2.539344 -0.896632 
H 2.355049 1.101783 0.000000 
H -1.754898 -2.539344 0.896632 
H -1.754898 -2.539344 -0.896632 
H -2.355049 -1.101783 0.000000 
 
  



(g) DMP-L+ optimized with PZ-SIC 

 
 
DMP-L+_PZ-SIC Cartesian coordinates (Angstroms) 
Element x y z 
N 11.251018 10.730470 10.000003 
C 10.555428 10.309069 11.183184 
C 10.557634 8.780613 11.218623 
N 9.964760 8.300654 10.000000 
C 10.557633 8.780612 8.781384 
C 10.555436 10.309068 8.816825 
C 11.491757 12.163079 10.000002 
C 8.606998 7.834732 10.000000 
H 9.530348 10.681586 11.238744 
H 11.091973 10.654517 12.057235 
H 10.005578 8.394718 12.062161 
H 11.582093 8.429266 11.234021 
H 11.091976 10.654521 7.942768 
H 9.530340 10.681592 8.761261 
H 11.582091 8.429269 8.765981 
H 10.005577 8.394721 7.937839 
H 12.067243 12.417212 10.879430 
H 10.567856 12.742158 10.000002 
H 12.067242 12.417208 9.120575 
H 8.441301 7.246433 9.109100 
H 7.943422 8.697032 10.000001 
H 8.441301 7.246433 10.890902 
 
  



(h) DMP-D+ optimized with PZ-SIC 
 

 
 
DMP-D+_PZ-SIC Cartesian coordinates (Angstroms) 
Element x y z 
N 10.232760 11.399145 9.999424 
C 9.766531 10.755139 11.152707 
C 9.770635 10.752757 8.843099 
C 11.582707 11.901388 9.997519 
N 9.767240 8.600855 9.999424 
C 10.233469 9.244861 11.152707 
C 10.229365 9.247243 8.843099 
C 8.417293 8.098612 9.997519 
H 10.179504 11.191883 12.050747 
H 8.682917 10.768495 11.212669 
H 8.686967 10.776744 8.788483 
H 10.179130 11.195975 7.945922 
H 11.728937 12.510093 10.878747 
H 11.730569 12.513552 9.118971 
H 12.336887 11.109173 9.997642 
H 9.820496 8.808117 12.050747 
H 11.317083 9.231505 11.212669 
H 11.313033 9.223256 8.788483 
H 9.820870 8.804025 7.945922 
H 8.271063 7.489907 10.878747 
H 8.269431 7.486448 9.118971 
H 7.663113 8.890827 9.997642 
 
  



(i) DMP-L+ optimized with BHandHLYP 
 

 
 
With aug-cc-pVDZ basis set: 
 
DMP-L+_BHandHLYP Cartesian coordinates (Angstroms) 
Element x y z 
N -1.378932 -0.003352 -0.226901 
C -0.705445 1.187327 0.222762 
C 0.700124 1.248790 -0.380457 
N 1.410727 0.013527 -0.128835 
C 0.713221 -1.228795 -0.388546 
C -0.690703 -1.187437 0.218188 
C -2.794842 -0.012378 0.105594 
C 2.757891 -0.005867 0.378014 
H -0.629913 1.247429 1.319155 
H -1.245791 2.068554 -0.118935 
H 1.280830 2.076787 0.016026 
H 0.618690 1.350018 -1.467284 
H -1.221707 -2.073941 -0.124470 
H -0.612504 -1.249663 1.314463 
H 0.632766 -1.324689 -1.475509 
H 1.306062 -2.051484 0.002621 
H -3.272092 0.866545 -0.323696 
H -2.973101 -0.015002 1.188882 
H -3.261381 -0.895772 -0.326273 
H 3.335898 -0.751465 -0.168224 
H 2.728250 -0.305096 1.431918 
H 3.209944 0.976712 0.288157 
 
 
 
 
 



With cc-pVTZ basis set: 
 
DMP-L+_BHandHLYP Cartesian coordinates (Angstroms) 
Element x y z 
N -1.367661 -0.000001 -0.201805 
C -0.677568 1.185977 0.214382 
C 0.707003 1.231585 -0.437485 
N 1.410658 0.000004 -0.173449 
C 0.707008 -1.231579 -0.437487 
C -0.677564 -1.185977 0.214380 
C -2.777959 -0.000004 0.139852 
C 2.701427 -0.000002 0.455791 
H -0.561544 1.255017 1.299836 
H -1.220385 2.062352 -0.111982 
H 1.297596 2.060682 -0.080029 
H 0.585544 1.309149 -1.513794 
H -1.220377 -2.062354 -0.111985 
H -0.561539 -1.255019 1.299834 
H 0.585550 -1.309142 -1.513797 
H 1.297604 -2.060674 -0.080033 
H -3.250764 0.874985 -0.283552 
H -2.948882 -0.000005 1.216461 
H -3.250761 -0.874994 -0.283554 
H 3.246749 -0.889544 0.178152 
H 2.559447 -0.000090 1.536347 
H 3.246701 0.889609 0.178282 



(j) DMP-D+ optimized with BHandHLYP 
 

 
 
With aug-cc-pVDZ basis set: 
 
DMP-D+_BHandHLYP Cartesian coordinates (Angstroms) 
Element x y z 
N 0.230328 1.382217 0.000000 
C -0.230328 0.766153 1.187128 
C 0.230328 -0.766153 1.187128 
N -0.230328 -1.382217 0.000000 
C 0.230328 -0.766153 -1.187128 
C -0.230328 0.766153 -1.187128 
C 1.549231 1.981621 0.000000 
C -1.549231 -1.981621 0.000000 
H -1.319094 0.779115 1.230077 
H 0.178186 1.251643 2.069271 
H -0.178186 -1.251643 2.069271 
H 1.319094 -0.779115 1.230077 
H 0.178186 1.251643 -2.069271 
H -1.319094 0.779115 -1.230077 
H 1.319094 -0.779115 -1.230077 
H -0.178186 -1.251643 -2.069271 
H 1.664450 2.602615 0.884738 
H 1.664450 2.602615 -0.884738 
H 2.339925 1.220932 0.000000 
H -1.664450 -2.602615 0.884738 
H -1.664450 -2.602615 -0.884738 
H -2.339925 -1.220932 0.000000 
 
 
 
 
 



With cc-pVTZ basis set: 
 
DMP-D+_BHandHLYP Cartesian coordinates (Angstroms) 
Element x y z 
N 0.229722 1.377307 0.000000 
C -0.229722 0.766216 1.183908 
C 0.229722 -0.766216 1.183908 
N -0.229722 -1.377307 0.000000 
C 0.229722 -0.766216 -1.183908 
C -0.229722 0.766216 -1.183908 
C 1.537075 1.993936 0.000000 
C -1.537075 -1.993936 0.000000 
H -1.311278 0.775771 1.227445 
H 0.174256 1.249020 2.060365 
H -0.174256 -1.249020 2.060365 
H 1.311278 -0.775771 1.227445 
H 0.174256 1.249020 -2.060365 
H -1.311278 0.775771 -1.227445 
H 1.311278 -0.775771 -1.227445 
H -0.174256 -1.249020 -2.060365 
H 1.644766 2.612345 0.878370 
H 1.644766 2.612345 -0.878370 
H 2.333240 1.249904 0.000000 
H -1.644766 -2.612345 0.878370 
H -1.644766 -2.612345 -0.878370 
H -2.333240 -1.249904 0.000000 
 
  



(k) DMP-D+ optimized with PBE0 
 

 
 
 
DMP-D+_PBE0 Cartesian coordinates (Angstroms) 
Element x y z 
N 0.230222 1.387213 0.000000 
C -0.230222 0.762752 1.189371 
C 0.230222 -0.762752 1.189371 
N -0.230222 -1.387213 0.000000 
C 0.230222 -0.762752 -1.189371 
C -0.230222 0.762752 -1.189371 
C 1.549298 1.983941 0.000000 
C -1.549298 -1.983941 0.000000 
H -1.327915 0.777697 1.229801 
H 0.177082 1.255334 2.078488 
H -0.177082 -1.255334 2.078488 
H 1.327915 -0.777697 1.229801 
H 0.177082 1.255334 -2.078488 
H -1.327915 0.777697 -1.229801 
H 1.327915 -0.777697 -1.229801 
H -0.177082 -1.255334 -2.078488 
H 1.668292 2.609201 0.891053 
H 1.668292 2.609201 -0.891053 
H 2.347701 1.218838 0.000000 
H -1.668292 -2.609201 0.891053 
H -1.668292 -2.609201 -0.891053 
H -2.347701 -1.218838 0.000000 
 
  



Supplementary Table 6: Structure and Cartesian coordiante of the saddle point of DMP+. 
The structures and the Cartesian coordinates of the saddle point (SP) configuration of  DMP+ ion 
is shown in the table. 

 
 

DMP+-SP_PZ-SIC Cartesian coordinates (Angstroms) 
Element x y z 
N 10.822400 10.986898 9.928614 
C 10.300678 10.522941 11.165749 
C 10.442612 8.989740 11.232509 
N 9.854461 8.445801 10.058409 
C 10.450925 8.859350 8.850395 
C 10.309503 10.392219 8.740073 
C 11.403340 12.229243 9.832602 
C 8.487996 7.998958 10.043213 
H 9.249742 10.771417 11.251062 
H 10.837810 10.975500 11.983548 
H 9.950841 8.618597 12.111972 
H 11.488823 8.725714 11.263255 
H 10.853656 10.749777 7.888028 
H 9.259285 10.629582 8.606334 
H 11.496744 8.596640 8.848047 
H 9.949736 8.387843 8.023573 
H 11.845182 12.535920 10.755680 
H 10.691714 12.930646 9.579043 
H 12.098932 12.174525 9.070330 
H 8.409564 7.069354 9.586286 
H 7.893749 8.674797 9.499888 
H 8.104102 7.936510 11.010139 
 

  



Supplementary Note 1: The Self-interaction Error and Implementation of PZ-SIC  

The difficulty currently available DFT functionals have in describing localized states can 

be understood by considering the self-interaction error. Kohn-Sham DFT strives to obtain the 

energy of the electronic system as a functional of only the total electron density associated with 

each spin component, ρ↑(r) and ρ↓(r)  

 EKS[ρ↑,ρ↓]= Ts[ρ↑,ρ↓]+Vext[ρ]+EC
KS[ρ]+Exc[ρ↑,ρ↓]  (1) 

where ρ = ρ↑ + ρ↓ . Here, Ts  is the kinetic energy of an independent electron reference system 

that has the same electron density as the real system, Vext  is the external potential representing 

the interaction of the electrons with the nuclei, EC
KS is an estimate of the Coulomb repulsion 

between the electrons, and Exc  is the exchange and correlation energy. While a set of 

orthonormal orbitals is introduced in order to obtain a better estimate of the kinetic energy, they 

are not used to estimate other contributions to the total energy. The electron-electron Coulomb 

repulsion is estimated from the total electron density as 

 EC
KS[ρ]= 1

2
d 3r∫∫ d 3r′ ρ(r)ρ(r′)

| r − r′ |
 (2) 

an expression that clearly represents only a spurious self-interaction when the system contains a 

single electron. For many electron systems, one can rewrite this expression in terms of orbital 

densities, where ρ(r) = ρmσ (r)mσ∑  as 

 EC
KS = 1

2
d 3r∫∫ d 3r′ ρmσ (r)ρ ′m ′σ (r′)

| r − r′ |m ′ ′σ
∑

mσ
∑  (3) 

where the double sum includes the diagonal, self-interaction terms 

 EC
SI = 1

2
d 3r∫∫ d 3r′ ρmσ (r)ρmσ (r′)

| r − r′ |mσ
∑  (4) 

representing Coulomb interaction of the orbital densities with themselves. This is the Coulomb 

part of the self-interaction error in KS-DFT. The term EC
KS  is often referred to as the ‘Hartree 

energy’, even though Hartree in his early calculations of the electronic structure of atoms did not 

include the diagonal, self-interaction terms45-47. 



One of the tasks of the Exc[ρ↑,ρ↓ ]  term in the KS-DFT functional is to cancel out these 

self-interaction terms. Such a cancellation does occur in Hartree-Fock theory where exchange is 

calculated exactly. However, functionals developed for KS-DFT typically only obtain partial 

cancellation and, therefore, include a self-interaction error which is the source of several 

inaccuracies of such calculations, in particular the destabilization of localized electronic states. 

The more localized an orbital is, the larger the repulsive self-interaction Coulomb energy is and, 

thereby, an artificial tendency for delocalization. The activation energy for chemical reactions is 

also typically underestimated in KS-DFT calculations employing semi-local functionals because 

the transition state is typially less localized and has a smaller repulsive self-interaction error than 

stable states.48  

Perdew and Zunger proposed a procedure where a KS-DFT functional is corrected by 

explicitly subtracting an orbital based estimate of the self-interaction16. The corrected energy 

functional, ESIC , is 

 ESIC[{ρmσ }]= E
KS[ρ↑,ρ↓ ]− (EC

KS[ρmσ ]+ Exc[ρmσ ,0])
mσ
∑  (5) 

where the spin density for spin component σ  is ρσ = ρmσm∑ . This correction procedure 

cancels out the diagonal terms in EC
KS  and gives a self-interaction free functional for one-electron 

systems where Exc  vanishes, but for many-electron systems this orbital based estimate of the 

self-interaction in Exc[ρ↑,ρ↓ ]  is only approximate. Unlike a KS-DFT functional, the total energy 

given by ESIC  depends on the orbital densities, 𝜌!". As a result, the variational minimization is 

more challenging19, 49. The present calculations make use of a variational, self-consistent 

implementation of PZ-SIC applied equally to all occupied orbitals. Recently, it has been realized 

that it is important not to restrict the orbitals to real valued functions48, 50. While variational, self-

consistent calculations of ESIC  using complex optimal orbitals have been used to study 

molecules and even clusters of molecules18, 43, 48, the present work represents the first application 

where the energy difference between a localized state and a delocalized state of the same 

molecule is studied. 

  



Supplementary Note 2: Experimental and Computational Methods 

The vacuum and spectrometer setup has been described before51, 52. The data taken with 

207.0 nm pump pulses was previously reported21. The data with other wavelengths were taken 

with a modified experimental setup. A two-stage amplifier (a regenerative amplifier followed by 

a single pass amplifier, Coherent Legend Elite Duo) produced the fundamental laser beam at 808 

nm with a 5 kHz repetition rate. 90% of the fundamental beam was sent to the optical parametric 

amplifier (OPA, Coherent Opera SOLO) to generate the wavelength tunable pump pulses, while 

10% was upconverted by a BBO crystal to the second harmonic (404.0 nm) to be used as probe 

pulses. The pump and probe laser beams were perpendicularly focused with a 500 mm concave 

mirror onto the molecular beam, which was generated by entraining DMP at 0 °C in a stream of 

1.1 bar of helium carrier gas and expanding through a 100 µm nozzle and a 150 µm skimmer. 

The peak intensities at the focus of the pump and probe pulses were estimated on the order of 

1010 W·cm-2 and 1011 W·cm-2, respectively. Photoelectrons were recorded using a linear time-of-

flight spectrometer. The binding energies were determined by subtracting the electron kinetic 

energies from the probe photon energy. The delay time was adjusted by changing the difference 

of the optical path length between the pump and probe pulses using a linear delay stage. The time 

zero was determined by monitoring the two-color mass signal from the OPA pulse excitation and 

second harmonic ionization of DMP. The cross-correlation times between the pump and probe 

pulses were measured to be 100 – 150 fs at fwhm. DMP (98%) was purchased from Sigma-

Aldrich and used without further purification.  

The functionals tested in the report include: B3LYP, B3P86, B3PW91, B1B95, 

mPW1PW91, mPW1LYP, mPW1PBE, mPW3PBE, B98, B971, B972, PBE1PBE, B1LYP, 

O3LYP, BHandH, BHandHLYP, BMK, M06, M06HF, M062X, tHCTHhyb, APFD, APF, 

SOGGA11X, PBEh1PBE, TPSSh, X3LYP, TPSSTPSS, PBEPBE, BB1K HSEH1PBE, 

wB97XD, wB97, wB97X, LC-wPBE, O3LYP and CAM-B3LYP. The DFT calculations with the 

APFD, APF and SOGGA11X functionals were implemented with Gaussian 09, Revision D.0130; 

DFT calculations with the B1B95, O3LYP and BB1K functionals were carried out using the 

NWChem software31; DFT calculation with all other functionals were carried out using Gaussian 

09, Revision C.0129. Key word “Int=UltraFine” were used in all DFT calculations in Gaussian to 

ensure sufficiently fine integration grids. For M06HF, “Int=SuperFineGrid” was also tested for 

comparison. The results show the same trend regardless of which integration grids used. To 



obtain the charge-localized DMP-L+ structure, the symmetry of the initial input was manually 

broken by making one of the nitrogen atoms semi-planar and rotating both methyl groups out of 

the equilibrium position of the ground state structure. All of them except one failed to converge 

to a stable localized state, even starting from an asymmetric initial geometry. The only exception 

was the BHandHLYP functional, which has been found to have good results on CT interaction 

problems while generally giving poor results of other properties such as energy (and therefore 

not used commonly). 

The CCSD structure optimizations, CCSD(T) single point energy calculations and the 

EOM-CCSD excitation energy calculations were all carried out with the Gaussian 09 program29. 

The MP2 optimized DMP-L+ and DMP-D+ ion structures were used in the binding energy 

calculations. Assuming CCSD(T) gives a better total energy than CCSD, the binding energies of 

EOM-CCSD were calculated by subtracting the EOM-CCSD vertical excitation energy from the 

CCSD(T) vertical ionization potential. 

The PZ-SIC calculations, including the structural optimization and calculation of the 

Rydberg states and corresponding binding energies16, were carried out using the GPAW 

program34-36 using a uniform, real space grid representation of the wavefunctions. The PZ-SIC 

was applied to the PBE functional53 in the structural optimizations and calculations of the 

relative energy of the DMP-L+ and DMP-D+ ion states, using a cubic simulation cell of 20-Å side 

length and 0.13-Å grid spacing. The Rydberg state binding energy calculations were carried out 

with PZ-SIC applied to the LDA functional54 and a cubic simulation cell of 25-Å side length and 

0.15-Å grid spacing. For calculating the binding energies, the Rydberg orbitals were first 

obtained using PZ-SIC for the ground state. The total energy of the Rydberg excited state was 

then calculated using PZ-SIC and the Delta Self-Consistent Field method44 where one electron 

was removed from the highest occupied molecular orbital (HOMO) and placed in the desired 

Rydberg orbital. The binding energy of the Rydberg state was calculated by subtracting the total 

energy of the Rydberg excited state from that of the ion.  

The minimum energy paths between the localized and delocalized state of the cation, 

shown in Fig. 3, were calculated using the climbing-image nudged elastic band method55 with 

tangent estimate and interpolation method presented in ref. 56. The initial path was generated 

using the IDPP method57 and rotation was removed using a quaternion based method58 as 



implemented in the atomic simulation environment (ASE). The PZ-SIC calculations made use of 

the PBE functional and were carried out using the GPAW software. The M06-HF calculations 

were carried out using the NWCHEM software.  

  

Supplementary Note 3: The Energy Diagram 

To further compare the relative energy shown in Supplementary Fig. 1b, the zero-point 

energy correction to the vibrational ground state was estimated from harmonic vibrational 

frequencies calculated using MP2 for the ground state of the neutral and cationic states. The 

difference in zero point energy between the two states turns out to be 0.07 eV and the corrected 

relative energy obtained from the CCSD(T) calculations then becomes 0.37-0.07 = 0.30 eV. The 

PZ-SIC result, after applying the same correction, becomes 0.27eV. The temperature of the 

measured molecules is high so this represents an overestimate of the correction (in the high 

temperature limit, there is no zero-point energy correction).  

 

Supplementary Note 4: Analysis of the Binding Energy Spectra 

The time-resolved photoelectron spectra were taken at various pump photon wavelengths 

are shown in Supplementary Fig. 2. For wavelengths at 216.8 nm and below, the pump pulses 

resonantly excite DMP to the 3p Rydberg state (Supplementary Figs. 2a to 2d). For longer 

wavelengths, the 3s Rydberg state is excited (Supplementary Figs. 2e to 2h).  The time-delayed 

probe pulses, at 414.0 nm in the experiment pumping with 207.0 nm and at 404.0 nm in all other 

cases, monitor the time-dependent dynamics by ionizing the Rydberg-excited molecules. Internal 

conversion (IC) populates the molecule from the 3p state to 3s within several hundreds of 

femtoseconds21. The 3s states, 3sL and 3sD, with a charge-localized molecular ion core, DMP-

L+, and a charge-delocalized molecular ion core, DMP-D+, observed at binding energies of 2.81 

and 2.70 eV, respectively, transform into each other until an equilibrium is reached after several 

picoseconds. The IC kinetics and the charge transfer dynamics have been described in detail 

previously21.  

To analyze the spectral components of the partially overlapping 3s peaks in 

Supplementary Fig. 2, the spectra were fitted at each delay time with two Lorentzians with 

variable binding energy centers. The time dependency of the fitted centers is shown in Fig. S3. 



Symbols indicate the fitted peak centers at different delay times. Solid lines show the best fits of 

the centers. For longer pump wavelength (Supplementary Figs. 3e to 3h), data only up to 4 ps 

was used in the fits because the 3sL peak was too noisy to provide useful center information in 

the long delay time. The fitted binding energy centers in each experiment and the average center 

positions are listed in Supplementary Table 1.  

 

Supplementary Note 5: Equilibrium between 3sL and 3sD States 

The previous analysis of the BE spectra yields the time dependent fractional intensities of 

the 3sL and 3sD peaks (symbols in Supplementary Fig. 4). The intensity ratios derived from the 

deconvoluted peak fits were fitted by adopting the formalism of a two-component equilibrium 

system that is suddenly displaced from its equilibrium (solid lines in Supplementary Fig. 4)59. 

Assuming equal ionization cross-sections for 3sL and 3sD, and with careful calibration of the 

intensity sensitivity of the photoelectron spectrometer for electrons with different kinetic 

energies, the intensity ratio mirrors the population ratio.  Therefore, the equilibrium constants for 

the reaction from 3sL to 3sD can be obtained from the intensity ratio of these two states at 

equilibrium, as listed in Supplementary Table 2.  

 

Supplementary Note 6: Vibrational Energy in the 3s States 

The vibrational energy deposited in the 3s Rydberg excited states was calculated as 

                                                         Evib = hνpump + Eb − IPa  (6) 

where hνpump is the energy of the pump photon, Eb is the BE of a specific state as obtained from 

the photoelectron spectra, and IPa is the adiabatic ionization potential (AIP), which was 

estimated by subtracting the minimum energy of the ground state from the minimum energy of 

the ion state. The CCSD(T)/Aug-cc-pVDZ calculation gives 7.19 eV for the AIP, which is used 

in the calculation of the deposited vibrational energy. Since the 3sD peak has a BE of Eb = 2.70 

eV, the 3sD state therefore has 1.93 eV, 1.71 eV, 1.50 eV, 1.44 eV, 1.12 eV, 1.02 eV, 0.86 eV 

and 0.66 eV of energy deposited into the vibrational manifolds in the experiments with pump 

photons at 193.0 nm, 200.0 nm, 207.0 nm, 209.0 nm, 220.8 nm, 224.9 nm, 231.5 nm, and 240.8 

nm, respectively. Assuming the energy is distributed across all vibrational modes in accordance 

with the quantum harmonic oscillator partition functions and with the set of vibrational 



frequencies60 calculated by MP2/Aug-cc-pVDZ using the DMP-D+ structure and scaled by the 

factor of 0.959 from NIST61, the effective vibrational temperatures were estimated as 980 K, 916 

K, 854 K, 836 K, 735 K, 700 K, 645 K and 565 K for the 3sD state, respectively. A 4 nm fwhm 

for the excitation laser pulse was used to estimate the uncertainty of the temperature. A detailed 

description of the vibrational energy and effective vibrational temperature estimation can be 

found in the literature62. 

 

Supplementary Note 7: Entropy Difference between DMP-L+ and DMP-D+ 

Using the calculated vibrational frequencies of the DMP-L+ and DMP-D+ obtained with 

MP2, we estimate the relative entropy of the two states within a harmonic oscillator 

approximation:  

ΔS = S
DMP−D+ − SDMP−L+ = R ⋅ ln

Ω
DMP−D+

2 ⋅Ω
DMP−L+

⎛

⎝⎜
⎞

⎠⎟
= R ⋅ ln

ν
DMP−L+∏

2 ⋅ ν
DMP−D+∏

⎛

⎝⎜
⎞

⎠⎟
= −26.3J ⋅K −1 ⋅mol−1   (7) 

where R is the gas constant, Ω is the number of states and ν is the vibrational frequency. The 

vibrational frequencies were calculated by MP2/Aug-cc-pVDZ using the DMP-L+ 63 and DMP-

D+ 60 structures and scaled by the factor of 0.959 from NIST61. Assuming the vibrations of the 

molecular ion cores of the 3s Rydberg states mirror those of the ions, one can compare this 

calculated ΔS value to the experimentally measured entropy change, ΔS = -17.7 (4.6) J·K-1·mol-1, 

from 3sL to 3sD. 
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