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Web Appendix 1

In this section, we describe our strategy for combining two arms of a survey experiment. Our approach

is similar to methods used in meta-analysis (1), and the result is similar to a Bayesian shrinkage estima-

tor.

Result 1.1 Suppose we have two estimators for NH , N̂
(A)
H and N̂

(B)
H . Suppose that the two estimators

have sampling variance σ2A and σ2B, and that they are unbiased, so that E[N
(A)
H ] = NH and E[N

(B)
H ] = NH .

Finally, suppose that the two estimators are independent, so that cov(N̂
(A)
H , N̂

(B)
H ) = 0. Consider the set

of all possible estimates

N̂H = w N̂
(A)
H + (1− w) N̂

(B)
H , (A1)

where w ∈ [0, 1]. Then the weight w? which minimizes the mean squared error E[(N̂H −NH)2] is

w? =
σ2B

σ2A + σ2B
. (A2)

We call the estimate that uses w?, N̂H = w?N̂
(A)
H + (1− w?)N̂ (B)

H , the linear blending estimate.

Proof: The mean squared error (MSE) is the sum of the squared bias and the variance, so when

the bias is zero, the mean squared error is the same as the variance. Since we have assumed that

cov(N̂
(A)
H , N̂

(B)
H ) = 0, we can write the variance of the blended estimator as

var(N̂H) = var(wN̂
(A)
H + (1− w)N̂

(B)
H ) (A3)

= w2σ2A + (1− w)2σ2B. (A4)

So we conclude that, assuming that both estimators are unbiased and independent,

MSE(N̂H) = w2σ2A + (1− w)2σ2B. (A5)

Now we wish to know which value of w will minimize this error; we call this optimum w?. Taking

derivatives, we see that
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∂MSE(N̂H)

∂w
= 2wσ2A − 2(1− w)σ2B (A6)

= 2w(σ2A + σ2B)− 2σ2B. (A7)

Since we wish to find a minimum, we set this equal to 0 and solve for w to obtain

w? =
σ2B

σ2A + σ2B
. (A8)

We did not formally include the constraint that w ∈ [0, 1] in our derivation, but since variances are always

non-negative, w? in equation A8 will always satisfy this condition. We can confirm that w? is a minimum

by differentiating equation A7 again to obtain

∂2MSE(N̂H)

∂w2
= 2(σ2A + σ2B). (A9)

As long as we are not in the degenerate case where both variances are identically zero, equation A9 is

always greater than 0, meaning that equation A8 is indeed a minimum. (In the degenerate case, the two

estimators would always produce identical, exactly correct estimates, since they would both be unbiased

estimators with 0 variance.) �

Finally, we address the question of when it is advantageous to blend the estimates from both arms of an

experiment, instead of just using the estimate from one arm. In general, we prefer the blended estimator

when we expect it to produce smaller mean squared error than either of the individual arms. Without

loss of generality, suppose that experimental condition A outperformed condition B, meaning that we

estimate MSEA ≤ MSEB. We want to blend as long as MSE ≤ MSEA. Plugging w? into our expression

for the mean squared error, equation A5, we have

MSE = (w?)2σ2A + (1− w?)2σ2B (A10)

= σ2B
σ2Aσ

2
B

(σ2A + σ2B)2
+ σ2A

σ2Aσ
2
B

(σ2A + σ2B)2
(A11)

=
σ2Aσ

2
B

σ2A + σ2B
. (A12)

Comparing this to MSEA = σ2A, and assuming σA 6= 0, we have

σ2Aσ
2
B

σ2A + σ2B
≤ σ2A (A13)

⇐⇒
σ2B

σ2A + σ2B
≤ 1. (A14)
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Since σ2A > 0 and σ2B > 0 the inequality in equation A14 will always hold. Our conclusion is that,

assuming the estimators from each arm are unbiased and independent, blending always produces lower

(or equal) expected mean squared error than just choosing the estimate from one arm.

Web Appendix 2

The scale-up literature has long discussed different types of potential bias in basic scale-up estimates

(2–11). In this section, we present a framework for assessing the sensitivity of scale-up estimates to these

potential sources of bias.

The basic scale-up estimator was introduced in the main text as

N̂H =

∑
i∈s yi,H/πi∑
i∈s d̂i,U/πi

×N. (A15)

However, an equivalent expression for the basic scale-up estimator is,

N̂H =

( ∑
i∈s yi,H/πi∑

i∈s(d̂i,U/πi)/NF

)
×N/NF =

ŷF,H
ˆ̄dF,U

×N/NF (A16)

where F is the survey’s frame population (in this case, Rwandans aged 15 and over); ŷF,H is the estimated

number of connections between people in the frame population F and the hidden population H; and ˆ̄dF,U

is the estimated average number of connections between the frame population F and the entire population

U .

Note that, because all connections under consideration are symmetric, the number of connections from

F to U is the same as the number of connections from U to F . Therefore, using basic algebra we can

re-express equation A16 as

N̂H =
ŷF,H
ˆ̄dU,F

. (A17)

Equation A17 allows us to decompose the difference between the basic scale-up estimand and the true

hidden population size into several adjustment factors (2):

NH︸︷︷︸
true size
of hidden
population

=

(
yF,H

d̄U,F

)

︸ ︷︷ ︸
basic

scale-up
estimand

× 1

d̄F,F /d̄U,F︸ ︷︷ ︸
frame ratio

φF

× 1

d̄H,F /d̄F,F︸ ︷︷ ︸
degree ratio

δF

×

precision ηF︷ ︸︸ ︷
y+F,H/yF,H

v̄H,F /d̄H,F︸ ︷︷ ︸
true positive rate

τF︸ ︷︷ ︸
overall adjustment factor αF

, (A18)

We now describe each of the four adjustment factors in turn. The frame ratio, φF , is
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φF =
avg # connections from a member of F to the rest of F

avg # connections from a member of U to F
=
d̄F,F

d̄U,F
. (A19)

φF can range from zero to infinity, and in most practical situations we expect φF will be greater than

one.

The degree ratio, δF , is

δF =
avg # connections from a member of H to F

avg # connections from a member of F to the rest of F
=
d̄H,F

d̄F,F
. (A20)

δF ranges from zero to infinity, and it is less than one when the hidden population members have, on

average, fewer connections to the frame population than frame population members.

The true positive rate, τF , is

τF =
# reported edges from F actually connected to H

# edges connecting F and H
=
y+F,H
dF,H

. (A21)

Here we have written y+F,H to mean the true positive reports among the yF,H ; that is, those reports

about alters who truly are in the hidden population. τF ranges from 0, if none of the edges are correctly

reported, to 1 if all of the edges are reported. Substantively, the more stigmatized the hidden population,

the closer we would expect τF to be to 0.

Finally, the precision, ηF , is

ηF =
# reported edges from F actually connected to H

# reported edges from F to H
=
y+F,H
yF,H

. (A22)

The precision is useful because it relates the observed out-reports, yF,H to the true positive out-reports,

y+F,H . It varies from 0, when none of the out-reports are true positives, to 1, when the out-reports are

perfect.

The estimates produced by the basic scale-up estimator – which was used in many previous studies, and

which we use throughout the main text – make the assumption that the product of these adjustment

factors is 1. Equation A18 shows that if this assumption does not hold, the estimates will be biased. For

example, the results of the internal consistency checks in Figure 3 from the main article show that our

internal consistency check estimate for the number of teachers is too high. This result suggests that the

product of the four adjustment factors is less than 1. This could happen if, for example, teachers have

more average connections to members of the frame population than members of the frame population

have to each other, leading the degree ratio, δF = d̄H,F /d̄F,F to be greater than 1.

Previous research has discussed several potential sources of bias in basic scale-up estimates, including i)
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structural differences between the networks of hidden population members and the general population,

which have been called barrier effects (3, 7, 10); ii) respondents who are not perfectly aware of the

characteristics of their network alters, which has been called transmission error (3, 7–9, 12); and iii)

respondents who make errors in their network reports, which is called recall error (3, 5–7). All three of

these possible sources of bias are accounted for by the framework summarized in equation A18: barrier

effects will impact the degree ratio δF ; and transmission and recall errors will impact the reporting terms,

ηF and τF .

The results above and the results in the main text all assume that the conditions for the known popu-

lation estimator are met; see the article by Feehan and Salganik (2). If those conditions are not met,

then researchers could use the robustness results in the article by Feehan and Salganik (2) to construct

additional adjustment factors.

Researchers can use the theoretical results from the article by Feehan and Salganik (2), which are sum-

marized above in equation A18, and the empirical results from our study (Web Table 1) to produce their

own estimates under different assumptions about the magnitude of potential biases. Researcher can also

apply the blending weights derived in Section 1 to estimates based on their own assumptions to produce

a blended estimate, N̂ †
H .

Web Table 1. Quantities needed for sensitivity analysis.

Meal definition Acquaintance definition

N̂
(A)
H σ̂2A N̂

(B)
H σ̂2B

Male clients of sex workers 33, 800 13, 753, 311 23, 632 11, 158, 493
Female sex workers 34, 213 11, 894, 878 30, 466 6, 810, 654
Men who have sex with men 2, 219 1, 186, 857 1, 368 75, 333
People who inject drugs 613 74, 056 2, 141 573, 264

Web Table 2. Possible assumptions a researcher might make about φF , δF , τF , and ηF for estimating
the number of female sex workers from each arm of the study.

Quantity Meal definition Acquaintance definition

frame ratio (φF ) 1.30 1.30
degree ratio (δF ) 0.90 0.50
true positive rate (τF ) 0.80 0.40
precision (ηF ) 0.99 0.95

As a concrete example, suppose a researcher thinks that the most plausible values for φF , δF , τF , and

ηF , are the ones in Web Table 2. Using these values, the implied value for the overall adjustment factor

for the arm with the meal definition, α
(A)
F is
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α
(A)
F =

η
(A)
F

φ
(A)
F δ

(A)
F τ

(A)
F

(A23)

=
0.99

1.30× 0.90× 0.80
(A24)

≈ 1.06 (A25)

This means that the unbiased estimator produces

N̂
(A)†
H = α

(A)
F × N̂ (A)

H (A26)

= 1.06× 34, 213 (A27)

≈ 36, 187 (A28)

For the other arm, which used the acquaintance definition, we have

α
(B)
F =

η
(B)
F

φ
(B)
F δ

(B)
F τ

(B)
F

(A29)

=
0.95

1.30× 0.50× 0.40
(A30)

≈ 3.65 (A31)

In this case, the unbiased estimator produces

N̂
(B)†
H = α

(B)
F × N̂ (B)

H (A32)

= 3.65× 30, 466 (A33)

≈ 111, 320 (A34)

Next, we note that, based on the estimated sampling variances, the optimal blending weight, w? (equa-

tion A2), is:

w? =
σ2B

σ2A + σ2B
(A35)

=
6, 810, 654

11, 894, 878 + 6, 810, 654
(A36)

≈ 0.36 (A37)
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Applying the blending weight to the adjusted estimates results in a final estimate of

N̂ †
H = wN̂

(A)†
H + (1− w)N̂

(B)†
H (A38)

= 0.36× 36, 187 + (1− 0.36)× 111, 320 (A39)

= 83, 964 (A40)

Under these assumptions, then, the blended point estimate is 83,964 female sex workers.

Web Appendix 3

Here, we give additional details about data collection and evaluation. First, we describe how we obtained

information about the groups of known size for Rwanda. Next, we discuss several balance checks we

conducted to ensure that randomizing the tie definition followed the study plan. Finally, we describe a

manipulation check which demonstrates that respondents pay attention to the definition of a tie they are

asked to report about.

We collected information about groups of known size for Rwanda from several different sources (Table 1

in the main article). Although there is currently no general method that researchers can use to compile

their own list of groups of known size in a different setting, our experience in Rwanda suggests that this

would also be feasible in other developing countries. Our goal was to find about 20 groups of known size

whose prevalence in the general population varied from about 0.1% to 3%, consistent with the design of

earlier studies. As an illustration, we briefly describe the three main strategies we used to compile groups

of known size for this study.

First, we obtained several of the groups of known size by asking local institutions to consult their admin-

istrative records. We contacted the Catholic Church to ask for the total number of priests in the country;

we contacted the Ministry of Education to obtain the number of teachers; and we contacted the Ministry

of Health to obtain the number of male community health workers and the number of nurses or doctors.

We also used an official report from the International Committee of the Red Cross to obtain the number

of incarcerated people.

Second, several of the groups of known size come from quantities that can be estimated as part of a

demographic and health survey (DHS). However, DHS surveys typically interview only women aged 15-

49 and men aged 15-59. Therefore, we had to extrapolate estimates from the DHS frame population to all

Rwandans. We did so by taking proportions estimated from the DHS and applying them to population

projections by age group for Rwanda, provided to us by the National Institute of Statistics Rwanda

(NISR).

Third, we obtained information about the prevalence of several names by asking the Rwandan Government

for a tally of names from the national identity card database. This database has two types of names:

Kinyarwanda names and Christian names. Since not all Rwandans have Christian names, we used

Kinyarwanda names. We retained all names whose frequency was at least 1% of the most frequent name,
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by gender; for males, we retained all names with at least 885 people, and for females, we retained all

names with at least 716 people. We also removed all names that occurred for both males and females.

Finally, we sorted the names by popularity and then looked for male and female pairs that had similar

popularity (over a range of popularity values). For each pair we checked to make sure that it did not

have multiple spellings or a nickname.

Each of these known population totals may have error. However, the article by Feehan and Salganik

(2) shows that the known population estimator is consistent and unbiased when the sum these known

population totals is accurate, not the size of each individual one. If there is random error in the known

population sizes, then using a large number of groups of known size may lead these errors to cancel out.

If researchers think there is non-random error in the known population sizes, then the methods of Feehan

and Salganik (2) can be used to assess the impact these errors will have on size estimates.

In order to confirm that households were assigned to the different tie definitions according to the ran-

domization procedure required by our study plan, we checked the balance between the two arms. These

checks suggest that the randomization of households to tie definitions was conducted according to the

study design.

Web Table 3 compares the distribution of five household-level variables between households assigned to

the meal definition and households assigned to the acquaintance definition. No substantively meaningful

differences are apparent. We used random permutation tests, accounting for our blocked and clustered

randomization, to compute p-values for the difference in household covariates between each arm; Web

Table 3 has the results. However, these p-values are difficult to interpret because 1) there is a linear

dependence among the income quintiles; and 2) they do not account for the fact that we make multiple

comparison.

Web Table 3. Comparison between households assigned to the acquaintance tie definition and house-
holds assigned to the meal tie definition. All values are fractions, with the exception of the average
number of respondents. P-values are from non-independent random permutation tests. Sampling weights
were not used in computing these means.

Acquaintance Meal Two-Sided P Value

Num. respondents in household 2.263 2.209 0.335
Lowest wealth quintile 0.088 0.116 0.054
Second wealth quintile 0.151 0.153 0.946
Third wealth quintile 0.203 0.208 0.957
Fourth wealth quintile 0.210 0.210 1
Highest wealth quintile 0.348 0.312 0.086

Therefore, we also conducted an omnibus test for imbalance (13). This test accounts for the blocked and

clustered nature of respondents’ random assignment to a tie definition; furthermore, the omnibus test

avoids the problem of testing multiple hypotheses, which arises when separately testing several individual

covariates for balance. Finally, the omnibus test permits us to test both individual and household-level

characteristics. The omnibus test included as covariates the number of respondents in the household, the

five wealth quintiles, the total age of each household, the total number of females in each household, and
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the total number of people in each of the three education categories in each household. The (13) omnibus

test did not find any significant evidence of imbalance (χ2 test on 9 degrees of freedom produced a two-

sided p = 0.22). Therefore, we conclude that the randomization of households to different definitions of

a network tie was conducted according to the study design.

We also performed a manipulation check to assess whether or not responses differed between the two

experimental arms: Web Figure 1 shows that the average number of reported connections to each of the

22 groups of known size was lower for the meal definition than the acquaintance definition. This test

suggests that respondents assigned to the meal definition did indeed respond differently from respondents

assigned to the acquaintance definition.
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Web Figure 1. Average number of connections by tie definition for 22 groups of known size (Table 1
in the main article). On the x axis is the average number of connections from the experimental arm that
used the acquaintance definition of a network tie, and on the y axis is the average number of connections
from the arm that used the meal definition. The average number of reported connections for the meal
definition is consistently lower than for the acquaintance definition.

Web Appendix 4

In order to compare the internal consistency results for the two tie definitions, and to put intervals around

our non-blended estimates, we obtained 2,000 bootstrap resamples of our data set using the rescaled

bootstrap method, which accounts for our study’s complex sample design (2, 14, 15). We constructed

confidence intervals from the central 95% of the resampled estimates.

The procedure for producing a measure of uncertainty of the blended estimate was more complex (Web

Figure 2). We took M = 2, 000 bootstrap resamples s
(1)
A , . . . , s

(M)
A and s

(1)
B , . . . , s

(M)
B from each exper-

imental arm. Within the ith bootstrap resample for each arm, we computed a size estimate N̂
(A)(i)
H

and N̂
(B)(i)
H . Also within the ith bootstrap resample for each arm, we obtained M bootstrap resamples
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s
??(i,1)
B , . . . , s

??(i,M)
B and s

??(i,1)
B , . . . , s

??(i,M)
B , which we use to estimate the sampling variance σ̂

2 (i)
A and

σ̂
2 (i)
B . We use equation A2 to estimate the blending weight w(i) from these estimated sampling variances.

Finally, we produce a blended estimate N̂
(i)
H for the ith bootstrap resample using w(i). We constructed

confidence intervals from the central 95% of the resampled blended estimes.

We also performed the internal consistency checks on each set of M = 2, 000 bootstrap resamples to reach

our conclusion that the meal definition produces lower error than the acquaintance definition by three

error metrics: the mean squared error, the average relative error, and the mean absolute error. For each

bootstrap resample, for each arm, and for each error metric, we produce a summary of the error across

the groups of known size. Web Figure 3 show our results. For all three error metrics, and for all bootstrap

resamples, the meal definition attains a lower error than the acquaintance definition (p < 0.001).
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Web Figure 2. Illustration of the procedure used to estimate the sampling uncertainty in the blended
estimates. We took M = 2, 000 bootstrap resamples from each experimental arm. Within each bootstrap
resample, a size estimate is computed. Also within each bootstrap resample, an additional M resamples
are taken to estimate the sampling variance. The blending weight is computed from the estimated
sampling variance for each arm, and a blended estimate is formed. We end up with M blended estimates,
and we take the middle 95% for our uncertainty interval.
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Web Figure 3. Three summaries of the errors in estimates from the internal consistency checks. Results
are shown for, from left to right, mean squared error, average relative error, and mean absolute error.
If the true known population sizes are X1, . . . , XK and our estimated sizes are X̂1, . . . , X̂K , then the

mean square error is MSE = 1
K

∑K
i=1(X̂i−Xi)

2; the average relative error is ARE = 1
K

∑K
i=1

X̂i
Xi

; and the

mean absolute error is MAE = 1
K

∑K
i=1 |X̂i − Xi|. Each panel shows the distribution, across bootstrap

resamples, of the difference in estimated total error between the acquaintance and meal definitions. The
dashed vertical line is at 0, which is what we would expect to see if there was no difference in error
between the two tie definitions. Positive values, shown to the right of the dashed line, indicate bootstrap
resamples for which the meal definition performed better by attaining lower error. The meal definition
outperforms the acquaintance definition on all three error criteria.
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Web Appendix 5

Here, we provide additional details needed to compare our estimates to earlier estimates from Rwanda and

to benchmarks from the Joint United Nations Programme on HIV/AIDS (UNAIDS). First, we present the

UNAIDS benchmarks and describe how they are constructed. Next, we give additional detail about the

comparison with previous studies that was discussed in the main text. Finally, we compare the estimates

from our study with both the UNAIDS benchmarks and the previous studies from Rwanda.

The UNAIDS benchmark estimates are derived from published literature on key population size estimates

from around the world. UNAIDS benchmark estimates for the sizes of hidden populations are presented

as a prevalence within some portion of the entire population. For example, the benchmark estimated

number of sex workers in a country in Sub-Saharan Africa is 0.4% to 4.3% of females age 15-49 (16). Web

Table 4 reproduces UNAIDS benchmark ranges suggested for Rwanda for all of the hidden populations

except for men who have sex with men, for which no benchmarks are available for African countries.

For injecting drug users, the UNAIDS guidelines do not specify the portion of the population to which

the estimates apply, so we assume it to be both men and women aged 15-49. In order to estimate

quantities such as the number of women between 15-49, we take the age-sex distribution from the United

Nations Population Division and apply it to the total population estimate for Rwanda in 2011, which

was provided to the study team by the National Institute of Statistics of Rwanda (Web Table 5). The

resulting benchmark estimates for Rwanda are shown in Web Table 6.

For example, in order to obtain the benchmark estimate for the number of female sex workers, we take

the number of females aged 15-49 – 2,592,039 – and multiply it by 0.4% and 4.3%, to get a benchmark

range of 10,368 - 111,458. In order to obtain a point estimate, we take the midpoint of the UNAIDS

benchmark range, 2.35%; in this case, that gives us 64,492.

Web Table 4. UNAIDS benchmark ranges for the populations most at-risk for HIV/AIDS from Spec-
trum Software manual (16, pg. 22).

Quantity Region Benchmark Denominator

injecting drug users Middle East, North
Africa, Sub-Saharan
Africa

0.05 - 2.07% all aged 15-49

female sex workers Sub-Saharan Africa 0.4-4.3% females aged 15-49
clients of sex workers Eastern and southern

Africa
10-11% males aged 15-49

men who have sex with men Africa (not available)

In the main text, we compare our study’s estimates to previous studies that were conducted in Rwanda.

In this section, we give more detail about those other studies.

Web Table 7 compares the definitions of the hidden population used in our study and in the three other

studies to which we compare. For female sex workers, there are three existing estimates. The first is

from a capture-recapture study (18). The capture was the 2010 Behavioural Surveillance Survey (BSS)

of female sex workers (19). The recapture was part of a mapping of sex workers in which enumerators
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Web Table 5. Population estimates used to produce UNAIDS benchmark values, and also to produce
hidden population size estimates. UNPD is the United Nations Population Division estimate of Rwanda’s
age-sex distribution in 2010 (17), and NISR is the National Statistical Institute of Rwanda, who provided
the study team with an estimate for Rwanda’s total population in 2011.

Quantity Source Estimate

Total population in 2011 NISR 10,718,378
% males aged 15-49 UNPD 23%
% females aged 15-49 UNPD 24%
Number of males aged 15-49 our calculations 2,426,821
Number of females aged 15-49 our calculations 2,592,039
Number of either sex aged 15-49 our calculations 5,018,860

Web Table 6. Benchmark estimates for hidden populations in Rwanda computed from the information
in Web Table 4 and Web Table 5.

Hidden population Benchmark for Rwanda

injecting drug users 64,492 (25,094 - 103,890)
female sex workers 60,913 (10,368 - 111,458)
clients of sex workers 254,816 (242,682 - 266,950)
men who have sex with men (not available)

asked sex workers whether or not they participated in the BSS (20). The second existing estimate for

the number of female sex workers is based on enumeration of female sex workers at sites selected through

time-location sampling (18). The third existing estimate for the number of female sex workers is based

on a participatory mapping of female sex workers in Rwanda in 2011 and 2012 (20).

For the number of male clients of sex workers, the existing estimate comes from a direct question posed to

a nationally representative sample of men in the 2005 Rwanda DHS (21). The survey asked men whether

they had paid for sex in the past 12 months and also whether they had ever paid for sex. The DHS survey

requires that these questions be asked when no other person is within hearing distance of the interview.

Despite this precaution, men are likely to underreport this behavior while being interviewed in their own

homes. The survey found that 0.83 percent of men reported having paid for sex in the 12 months prior

to the survey. Assuming that this proportion has not changed between 2005 and 2011, we can multiply

0.83 percent by the male population aged 15-49 (Web Table 5) to estimate that approximately 20,142

men 15-49 paid for sex in the preceding 12 months (20).

In all cases, the definitions are not exactly comparable, which may contribute to the differences between

our results and previous estimates.

Finally, we compare our study’s estimates to both the UNAIDS benchmarks and to the results of the

previous studies (Web Figure 4). Our estimates are generally higher than the ones produced by the three

comparison studies, but lower than the UNAIDS benchmarks, with the exception of sex workers, where

our estimates are within the UNAIDS benchmark range, and men who have sex with men, where no

comparisons and no UNAIDS benchmarks are available.
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