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Supplementary Figure 1 – Effect of pattern of accumulation of Cln3 on activation of the G1/S 

regulon, on temporal parameters and on critical cell size: the 4/12 phosphorylation scheme. 

A. Patterns of accumulation of Cln3 over time according to different functions. In the standard 

model Cln3 concentration is constant (horizontal dashed line). Effect of the pattern of Cln3 

accumulation on activation of the G1/S regulon (panel B) and on temporal parameters of the G1/S 

transition (panels C, D, E refer to T1, T2, G1 respectively) and on the critical cell size (panel F). The 

simulations indicate that each parameter is barely affected by the pattern of Cln3 accumulation. 

For reference, the same outputs in cln3 and 6xCln3 virtual cells are reported, showing the major 

effects provoked by either Cln3 ablation or overexpression. The same behavior is obtained in the 

1/12 phosphorylation configuration (Supplementary Fig. 2).  
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Supplementary Figure 2 – Effect of pattern of accumulation of Cln3 on activation of the G1/S 

regulon, on temporal parameters and on critical cell size: the 1/12 phosphorylation scheme. 

A. Patterns of accumulation of Cln3 over time according to different functions. In the standard 

model Cln3 concentration is constant (horizontal dashed line). Effect of the pattern of Cln3 

accumulation on activation of the G1/S regulon (panel B) and on temporal parameters of the G1/S 

transition (panels C, D, E refer to T1, T2, G1 respectively) and on the critical cell size (panel F). The 

simulations indicate that each parameter is barely affected by the pattern of Cln3 accumulation. 

For reference, the same outputs in cln3 and 6xCln3 virtual cells are reported, showing the major 

effects provoked by either Cln3 ablation or overexpression. The same behavior is obtained in the 

4/12 phosphorylation configuration (Supplementary Fig. 1). 
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Supplementary Figure 3 - Time course of relevant players in the G1/S transition model. A 

Time course of the accumulation of molecular players explicitly encoded by the G1/S regulon: 

predicted dynamics of various cyclins (Cln1, Cln2, Clb5 and Clb6) and of Nmr1, whose timing and 

extent of production are in agreement with the literature 60,70. B Time course of the fraction of the 

activated genes of the G1/S regulon (red line) and the fraction of nuclear Whi5 (blue line). The inset 

reports the statistics for the T1 and T2 values, which were derived from a set of 100 independent 

simulations, each run with the same parameter set provided by the initial conditions and average 

values of Supplementary Tables 1-4, 6-7, 9. Parameters in Supplementary Table 5 were the only 

allowed to stochastically vary. This analysis allows to estimate the effect of the stochastic 

mechanism that is intrinsic in our model, while showing the excellent agreement found between the 

simulated length of T1 (18.9 min ± 2.0) and the experimental length of T1 (20 min) 19. C Time 

course of the accumulation of the cyclins Clb5,6 and their complexes with the inhibitor Sic1. The 

level of Clb5,6-Cdk1-Sic1 increases until the amount of Clb5,6 produced overcomes the amount 

that can be bound by the available Sic1, which therefore acts as a Sic1-dependent titration 

threshold. Free Clb5,6-Cdk1 is then available and, together with Cln2-Cdk1 (which is already 

present), starts to phosphorylate Sic1, acting as an AND logic gate. Phosphorylated Sic1 is 

exported into cytoplasm and degraded. Newly released Clb5,6-Cdk1 powers a feed forward loop 

that accelerates degradation of Sic1 and releases Clb5,6-Cdk1 in bulk, to activate the onset of 

DNA replication 24. The end of the T2 period (and hence of G1 phase) is set at the time when 

cytoplasmic Sic1 exceeds 50% of total Sic1.  
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Supplementary Figure 4 - Role of functional and decoy phosphosites in the control of 

timing and coherence of multi-target regulatory events in cell cycle progression (see also 

Supplementary Movie 1). 
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Supplementary Figure 5 - Transcriptional activation of the G1/S regulon as a function of the 

phosphorylation scheme. Time course of the fraction of the activated genes of the G1/S regulon 

with different phosphorylation configurations. In all configurations the ratio between the “functional” 

and total sites is 1/3. For each curve the actual ratio and the coefficient of the best fitting Hill curve 

(N) is shown. Initial conditions and parameters can be found in Supplementary Tables 1-4, 6-7, 9. 

 

 

 

 

 

Supplementary Figure 6 - Size variability at the G1/S transition as a function of 

phosphorylation configuration. Simulation of the G1/S transition for a cohort of newborn 

daughter cells with the P(0) size distribution reported in Fig.1G was performed as summarized in 

Fig.1 with a varying number of functional Whi5 sites to obtain the size distribution of the critical cell 

size Ps. Different panels here refer to x/12 different Whi5 phosphorylation configurations. It is clear 

that starting with a CV of 15% at P(0), the size variability decreases by increasing the number of 

functional sites of Whi5 from 1 to 4 and remains constant thereafter (Fig. 1I). Population 

parameters can be found in Supplementary Table 10. 
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 Hill coefficient Median point 95% Hill coeff. 

Bootstrap 

Mean Hill coeff. 

Bootstrap 

Median Hill coeff. 

Bootstrap 

1/12 11.8 0.63 > 14.2 11.7 11.6 

2/12 11.1 0.70 > 13.0 10.8 10.7 

3/12 14.6 0.75 > 17.6 14.1 13.9 

4/12 15.0 0.75 > 19.2 14.7 14.40 

5/12 8.4 0.71 > 10.6 8.3 8.2 

6/12 10.0 0.72 > 12.5 9.8 9.7 

12/12 16.7 0.75 > 21.9 16.5 16.1 

Exper. - - > 14 - - 
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Supplementary Figure 7 - Effect of the multi-site phosphorylation configuration of Whi5 on 

α-factor -induced cell cycle arrest. Cell fraction histograms drawn with respect to parameter  for 

simulated cells arrested in G1 phase (red) and committed to bud (blue) for different Whi5 

phosphorylation schemes (panels A-H). Simulations are run on a range of 1,000 cells. Population 

parameters can be found in Supplementary Table 10. The insets report the probability of arrest as 

well as the 95% of bootstrapping iterations. Last panel I reports a Table with parameters coming 

from bootstrapping iterations. 
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Supplementary Figure 8 - Effect of the multi-site phosphorylation configuration of Whi5 on 

α-factor - induced hysteresis. Arrest duration in G1 phase versus a baseline continuous 

administration of α-factor, according to different Whi5 multi-site phosphorylation schemes. 

Continuous lines refer to simulations; dashed lines and squares refer to experimental data drawn 

from 75. A high concentration, 30 min α-factor pulse is given when a very low fraction of Whi5 is 

removed from the nucleus (< 2%). The maximum waiting time has been set equal to 300min in 

simulation, according to the experimental framework of 20,75. Different panels refer to x/12 different 

Whi5 phosphorylation configurations. Initial conditions and parameters can be found in 

Supplementary Tables 1-4, 6-7, 9. 
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Supplementary Figure 9 – Linear vs exponential growth. 

 

 
 

 Consider the population of cells of Ferrezuelo et al. growing in glucose environment, 

whose statistics are reported in Table S6 of 62. For the ease of the Reviewer we have 

redrawn the distribution of initial volumes Vi in panel A according to mean value and 

coefficient of variation given in Table S6. The red and yellow spikes refer to an extra-small 

and a large cell hypothetically sampled from the population, with initial volumes Vi = 8 μm3, 

and Vi = 35 μm3 respectively. 
 

 We simulate exponential growth of the 2 cells chosen in panel A: panels B and D refer to 

the volume time-course of the large and extra-small cell, respectively. Both cells grow with 

the same exponential growth rate ( = 0.0063 min-1). The continuous blue line refers to the 

cell evolution in exponential growth; the white circle indicates the initial volume, the blue 

circle indicates Vs the volume at the end of Timer T1, according to Ferrezuelo et al. 

notation 62. To make the comparison between the two different cells we have kept the 

same time scale and the same volume scale. This way it is apparent that the extra-small 

cell takes a longer time to exit timer T1, about 140 min, than the large cell that takes about 

30 min: indeed, larger cells have smaller T1 periods. The dotted blue line refers to the time 

course of the cell volume after the exit from T1 period. 
 

 According to the definition of α, the linear growth rate in G1 given by 62, the extra-small cell 

has α = 0.08 μm3 min-1, whilst the large cell has α = 0.27 μm3/min. For the large cell the 

linear growth rate is quite undistinguishable from the exponential rate, because of the 

small T1 period, panel C. 
 

 To make it more evident that the extra-small and large cells share the same exponential 

growth rate, we have reported their volume evolution in a unique figure, panel E.  
 

 Panel F correlates the volume Vs to the linear growth rate α for cells of different initial size, 

according to the same exponential growth rate. Red circles denote the initial volumes of 

the extra-small and large cells detailed above. 
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Supplementary Figure 10 – Critical size vs linear growth rate plots. A. Grid of curves at fixed 

T1 length (black lines) and at fixed initial volume Vi (red lines), drawn on the ‘Vs-versus-α’ plot for 

an exponential growth rate λ of 0.0063 min-1. B. WT experimental cells from 62, reported on a grid 

at λ of 0.0063 min-1. C. ydj1Δ experimental cells from 62, reported on a grid at λ of 0.0031 min-1. D. 

ydj1Δ experimental cells from 62, reported on a grid at λ of 0.0063 min-1. E. ydj1Δ experimental 

(from 62, green) and simulated (cluster 1, light blue) cells reported on a grid at λ of 0.0031 min-1. F. 

ydj1Δ experimental (from 62, green) and simulated (cluster 2, blue) cells reported on a grid at λ of 

0.0063min-1. 
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Supplementary Figure 11 – The Ydj1 interactome. 
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Cln3 production and nuclear import     G1/S regulon activation  

 

Cln/Clb functions 

 

Sic1 functions 

 

 

Supplementary Figure 12 - Sensitivity analysis for the coherence of activation (N). 
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Supplementary Figure 13 - Sensitivity analysis for the length of Timer T1. 
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Supplementary Figure 14 - Sensitivity analysis for the length of Timer T2. 
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Supplementary Figure 15 - Sensitivity analysis for the critical size Ps. 
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Supplementary Figure 16 - Correlation analysis of the changes in T2 and PS as a function of 

the changes in the coherence N. Each point in panels A-B refers to a single-cell simulation in 

which one model parameter - color-coded by functional class - was altered. The X and Y axes are 

the relative output values, with the value of the standard parameter set to 1. Little or no correlation 

was observed in the T2 vs. N and Ps vs. N plots, while good correlation was observed in the T1 vs 

N plot for parameters involved in Cln3 and Far1 production and G1/S regulon activation  (Fig.5C). 
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Supplementary Figure 17 –  qRT-PCR analysis of WHI5 transcripts. Values plotted (means ± 

SDs of two independent experiments) are relative to the WHI5 expression level measured in the 

wild type reference strain. TAF10 was used as housekeeping gene for normalization. 
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Supplementary Figure 18 – Critical size vs protein synthesis correlation. Cell growth 

contributes to nutritional modulation of cell size at START. Cell growth affects cell cycle 

progression at many different levels. A sizable part of energy and of building blocks utilized in 

cellular processes is used for the biosynthesis of informational and structural macromolecules, i.e., 

RNA and proteins76. Let’s now assume that two cells are born with the same size in two different 

growth media: a rich medium supporting fast macromolecular syntheses (and hence a fast growth 

rate) and a poor medium supporting slow macromolecular syntheses (and hence a slow growth 

rate). After a given time interval, the cell grown in rich medium will be larger than the cell grown in 

poor medium. Accordingly, our model (that includes cell growth) predicts that critical cell size 

becomes larger as a cell increases its rate of protein synthesis (as reported in the present figure). 

We expect that critical cell size originates as an emergent property of the complex network 

described in our model (which includes the rate of protein synthesis) and its regulation by nutrients 

and signaling pathways. 
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Supplementary Figure 19 – Computational time distribution. Computational time distribution 

for a single cell simulation (panel A). Panel C refers to the same population without the 8 higher 

times. Panels B and D reports the correlation between timer G1 length and simulation times for the 

distributions reported in panels A and C respectively. Population parameters can be found in 

Supplementary Table 10. 
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Supplementary Table 1 - Initial conditions of the G1/S transition model.  

 

Name Unit Value  Description 

P(0) [aa] [0.5 - 3.2]*1010 Initial protein content  

R(0) [rib] [0.6 - 4.3]*105 Initial number of ribosomes  

Cln3ER(0) [mo] k0*P(0) Newborn cells have all Cln3 in the ER 

 

 

 

Newborn cells have the total amount of Far1 free of 

Cln3 

Cln3Ydj1ER(0) [mo] 0 

Cln3Ydj1nuc(0) [mo] 0 

Cln3nuc(0) [mo] 0 

Cln3Far1(0) [mo] 0 

Far1(0) [mo] Far1tot 

Swi6Swi4(0) [mo] 0 Newborn cells have the total amount of Swi6, Swi4 and 

Mbp1 free of any binding, i.e.: Swi6(0) = Swi6tot, Swi4(0) 

= Swi4tot, Mbp1(0) = Mbp1tot, 

Swi6Swi4Whi5(0) [mo] 0 

Swi6Mbp1(0) [mo] 0 

Whi5(0) [mo] Whi5tot Newborn cells have the total amount of Whi5 not-

phosphorylated and free of any binding Whi5-Pi(0), i = 1, …, nw1 [mo] 0 

Pd
-1(0) - 1 Newborn cells have MBF-affine genes all free of 

transcription factors Pd
i(0), i = 1, …, ns - 0 

Pt
-1,-1,-1(0) - 1 Newborn cells have SBF-affine genes all free of 

transcription factors Pd
j1,j2,j3(0), (j1,j2,j3) ≠ (-1,-1,-1) - 0 

Cln1(0) [mo] 0 Newborn cells have no molecules of Cln1, Cln2, Nrm1, 

Clb5, Clb6 

 

 

 

Newborn cells have the total amount of Sic1 not-

phosphorylated and free of any binding  

 

 

Cln2(0) [mo] 0 

Nrm1(0) [mo] 0 

Clb5(0) [mo] 0 

Clb6(0) [mo] 0 

Clb5Sic1(0) [mo] 0 

Clb6Sic1(0) [mo] 0 

Clb5Sic1-P(0) [mo] 0 

Clb6Sic1-P(0) [mo] 0 

Sic1nuc(0) [mo] Sic1tot 

Sic1-P(0) [mo] 0 

 

As far as the ‘Unit’ column of the following tables, [rib] stands for number of ribosomes and [mo] 

stands for number of molecules. 

 

 

 

 

 

 

 

 

 

 

 

 



  S-22 

Supplementary Table 2 - Growth parameters of the G1/S transition model.  

 

Name Unit value  Description 

K1 [min-1] 1.0 Ribosome production rate 

ρ [rib aa-1] [1.0 – 1.35]*10-5 Ribosome-over-protein ratio 

D1 [min] 4000 Ribosome degradation time constant 

K2 [aa rib-1 min-1] [340 - 560] Protein production rate per ribosomes 

D2 [min] 3000 Protein degradation time constant  

h - 0.07 Nuclear-over-cell volume ratio 

H [aa L-1] 7.1*1023 Protein-over-cell volume ratio 

k0 [mo aa-1] 3.0*10-8 Cln3tot-over-proteins ratio 

 
Different growth conditions account for different strains or environment conditions; therefore, some 

parameters are referred to in terms of intervals they may belong to. 

 

 

 

Supplementary Table 3 - Cln3 production and nuclear import parameters 

Name Unit Value Description 

k1 [min-1] 100 Rate constant for Cln3Ydj1ER formation 

k2 [min-1] 1 Cln3 diffusion coefficient from cytoplasm into ER 

k3M [mo/min] 200 Cln3 diffusion rate from ER into cytoplasm for values of Cln3ER > Θ3 

Θ3 [mo] 10 Threshold for Cln3 diffusion rate from ER into cytoplasm 

k4L [min-1] 3 Cln3Ydj1 diffusion from ER into the nucleus for small values of Cln3Ydj1ER  

k4H [min-1] 200 Cln3Ydj1 diffusion from ER into the nucleus for high values of Cln3Ydj1ER 

Ө4 [mo] 180 Threshold for low/high values of Cln3Ydj1 diffusion from ER into nucleus 

n4 - 30 Hill coefficient for Cln3Ydj1 diffusion from ER into nucleus 

k5 [min-1] 100 Rate constant for Cln3Ydj1 dissociation in the nucleus 

k6 [min-1] 25 Rate constant for Cln3Far1 dissociation 

k7 [mo-1 L min-1] 3.2*10—15 Rate constant for Cln3Far1 formation 

k8 [min-1] 0.0015 Ydj1-independent Cln3 diffusion coefficient from cytoplasm into nucleus 

k9 [min-1] 0.4 Cln3 diffusion coefficient from nucleus into cytoplasm 

k10 [min-1] 1 Maximum degradation rate for Far1 

n10 - 10 Hill coefficient for Far1 degradation rate 

Far1tot [mo] 240 Total amount of Far1 
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Supplementary Table 4 - Input parameters for G1/S regulon activation 

Name Unit Value Description 

k11 [min-1] 25 Rate constant for Swi6Swi4 dissociation 

k12 [mo-1 L min-1] 1.6*10--15 Rate constant for Swi6Swi4 formation 

k13 [min-1] 2.5 Rate constant for Swi6Swi4Whi5 dissociation 

k14 [mo-1 L min-1] 1.6*10--14 

Rate constant for Swi6Swi4Whi5 formation. It reduces to 1.6*10-15 

for mutant whi54E  

k15 [mo-1 L min-1] 1.6*10--15 Rate constant for Swi6Mbp1 formation 

k16 [min-1] 25 Rate constant for Swi6Mbp1 dissociation 

k17 [mo-1 L min-1] 10--17 Binding coefficient to MBF-affine genes of Swi6Mbp1 

k18 [mo-1 L min-1] 10--17 Binding coefficient to SBF-affine genes of Swi6Swi4 

k19 [mo-1 L min-1] 10--17 Binding coefficient to SBF-affine genes of Swi6Swi4Whi5 

k20 [L mo min-1] 2.4*10--12 Maximum phosphorylation rate for Swi6 and Whi5 

Ө20 [mo] 1000 Threshold for Cln1,2,3 in Swi6 and Whi5 phosphorylation 

n20 - 2 Hill coefficient for Swi6 and Whi5 phosphorylation 

N20 [mo] 100 Minimum leakage factor for Swi6 and Whi5 phosphorylation 

k21
0 [min-1] 0.07 Diffusion rate of Whi5 from the nucleus into the cytoplasm 

k21
i, i = 1,…, nw1 [min-1] 0. 7 Diffusion rate of Whi5-Pi from the nucleus into the cytoplasm 

αw [min-1] 5 

Rate constant for Whi5 dissociation from the gene, after activation. 

It reduces to 0.1 for the case of mutant Whi5-4E 

Swi6tot [mo] 300 Total amount of Swi6 

Swi4tot [mo] 200 Total amount of Swi4 

Mbp1tot [mo] 200 Total amount of Mbp1 

Whi5tot [mo] 200 Total amount of Whi5 
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Supplementary Table 5 - Proper activation orders and weak activation times 

Name Unit Value Description 

<Cln1> - 5 Average value for the activation order of Cln1 within the class C genes 

<Cln2> - 30 Average value for the activation order of Cln2 within the class A genes 

<Nrm1> - 110 Average value for the activation order of Nrm1 within the class A genes 

<Clb5> - 45 Average value for the activation order of Clb5 within the class B genes 

<Clb6> - 20 Average value for the activation order of Clb6 within the class C genes 

σCln1 - 10 Standard deviation for the activation order of Cln1 

σCln2 - 10 Standard deviation for the activation order of Cln2  

σNrm1 - 10 Standard deviation for the activation order of Nrm1  

σClb5 - 5 Standard deviation for the activation order of Clb5  

σClb6 - 2 Standard deviation for the activation order of Clb6 

<ΔCln1> [min] 30 Average value for the weak activation time of Cln1 

<ΔCln2> [min] 30 Average value for the weak activation time of Cln2 

<ΔNrm1> [min] 60 Average value for the weak activation time of Nrm1 

<ΔClb5> [min] 60 Average value for the weak activation time of Clb5 

<ΔClb6> [min] 60 Average value for the weak activation time of Clb6 

σΔ [min] 10 Standard deviation for the weak activation time of Cln1,2, Nrm1, Clb5,6 

 

 

 

 

Supplementary Table 6 - Input parameters for Cln1,2, Clb5,6 and Nrm1 dynamics 

Name Unit Value Description 

k22 [min-1] 0.01 Clearance rate of Cln2 

k23L
 [mo L-1 min-1] 7.2*1014 Low Cln2 production rate (due to weak activation without SBF) 

k23H [mo L-1 min-1] 4.3*1015 Regular Cln2 production rate (due to SBF activation) 

k24 [min-1] 0.05 Clearance rate of Nrm1 

k25L [mo L-1 min-1] 1.8*1013 Low Nrm1 production rate (due to weak activation without SBF) 

k25H [mo L-1 min-1] 1.8*1015 Regular Nrm1 production rate (due to SBF activation) 

k26 [min-1] 0.01 Clearance rate of Cln1 

k27L [mo L-1 min-1] 1.8*1015 Low Cln1 production rate (due to weak activation without SBF/MBF) 

k27H [mo L-1 min-1] 1.08*1016  Regular Cln1 production rate (due to SBF/MBF activation) 

ӨNrm1 [mo]  50  Number of molecules for Nrm1 to inhibit MBF 

k28 [min-1] 0.05 Clearance rate of Clb6 

k29L [mo L-1 min-1] 1.26*1013 Low Clb6 production rate (due to weak activation without SBF/MBF) 

k29H [mo L-1 min-1] 4.5*1015 Regular Clb6 production rate (due to SBF/MBF activation) 

k34 [min-1] 0.05  Clearance rate of Clb5 

k35L [mo L-1 min-1] 1.26*1013  Low Clb5 production rate (due to weak activation without MBF) 

k35H [mo L-1 min-1] 6.3*1015 Regular Clb5 production rate (due to MBF activation) 
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Supplementary Table 7 - Input parameters for Sic1 function 

Name Unit Value Description 

k30 [min-1] 0.35 Rate constant for Clb6Sic1 dissociation 

k31 [mo -1 L min-1] 10-15 Rate constant for Clb6Sic1 formation 

k32 [min-1] 50 Rate constant for Clb6Sic1-P dissociation 

k33 [mo -1 L min-1] 10-16 Rate constant for Clb6Sic1-P formation 

k36 [min-1] 0.35 Rate constant for Clb5Sic1 dissociation 

k37 [mo -1 L min-1] 10-15 Rate constant for Clb5Sic1 formation 

k38 [min-1] 50 Rate constant for Clb5Sic1-P dissociation 

k39 [mo -1 L min-1] 10-16 Rate constant for Clb5Sic1-P formation 

k40 [mo -1 L min-1] 1.3*10-18 Maximum phosphorylation rate for unbounded Sic1 

Ө40 [mo] 150 Threshold for Cln1,2,3 in unbounded Sic1 phosphorylation 

n40 - 5 Hill coefficient for unbounded Sic1 phosphorylation 

k41 [mo -1 L min-1] 1.7*10-16 Maximum phosphorylation rate for Clb6Sic1 

Ө41 [mo] 150 Threshold for Cln1,2,3 in Clb6Sic1 phosphorylation 

n41 - 5 Hill coefficient for Clb6Sic1 phosphorylation 

k42 [mo -1 L min-1] 1.7*10-16 Maximum phosphorylation rate for Clb5Sic1 

Ө42 [mo] 150 Threshold for Cln1,2,3 in Clb5Sic1 phosphorylation 

n42 - 5 Hill coefficient for Clb5Sic1 phosphorylation 

k43 [min-1] 0.7 Diffusion rate of Sic1p out of the nucleus 

Sic1tot [mo] 300 Total amount of Sic1 

 

 

 

 

Supplementary Table 8 - Input parameters for α-factor-induced cell cycle arrest 

Name Unit Value Description 

M0 [mo -1 L min-1] 1.24*1017 Maximal Far1 production rate per volume unit, due to the α-factor 

M1 min-1 12.4 Maximal phosphorylation rate for Far1, due to the α-factor 

μ0 nM 58 α-factor concentration according to which Far1 production rate is half of its 

maximum value 

μ1 nM 58 α-factor concentration according to which Far1 phosphorylation rate is half 

of its maximum value 

d2 min-1 0.01 Cln1,2-independent Far1-P degradation 

d3 min-1 1.0 Far1-P dephosphorylation coefficient 

d4 [mo -1 L min-1] 10-15 Cln1,2-dependent Far1-P degradation 

d5 [mo -1 L min-1] 4.0*10-16 Far1-P-dependent Cln1,2 degradation 
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Supplementary Table 9 - Growth model parameters for single cells 

Name Unit Value  Figure Description 

P(0) [aa] 1.2*1010 1B Initial protein content 

P(0) [aa] 2.0*1010 1C-F, 2J-K, S.3, S.5, S.8 Initial protein content 

R(0) [rib] 1.61*105 1B Initial number of ribosomes 

R(0) [rib] 2.68*105 1C-F, 2J-K, S.3, S.5, S.8 Initial number of ribosomes 

ρ [rib aa-1] 1.34*10-5 1B-F, 2J-K, S.3, S.5, S.8-9 Ribosome-over-protein ratio 

K2 [aa rib-1 min-1] 558 1B-F, 2J-K, S.3, S.5, S.8-9 Protein production rate per ribosomes 
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Supplementary Table 10 - Model parameters for simulations of populations of cells 

Name Unit Value  Figure Description 

<P(0)> [aa] 1.6*1010 1G-I, S.6 Initial protein content 

<P(0)> [aa] 2.0*1010 2C, 2F, 2H, 

3A(m),3C-D, S.7, 

S.19 

Initial protein content 

<P(0)> [aa] 1.2*1010 3A(xs),3H Initial protein content 

<P(0)> [aa] 1.8*1010 3G Initial protein content (WT) 

<P(0)> [aa] 2.1*1010 3G Initial protein content (extra-SBF) 

<P(0)> [aa] 1.75*1010 4A-B Initial protein content 

<P(0)> [aa] 1.75*1010 4D Initial protein content (WT) 

<P(0)> [aa] 2.75*1010 4D Initial protein content (cln3Δ) 

<P(0)> [aa] 2.6*1010 4E Initial protein content (ydj1Δ-a) 

<P(0)> [aa] 1.6*1010 4E Initial protein content (ydj1Δ-b) 

<P(0)> [aa] 1.55*1010 6C, 6E-J Initial protein content (WT) 

<P(0)> [aa] 1.18*1010 6C, 6E-J Initial protein content (whi5Δ) 

<P(0)> [aa] 1.24*1010 6C, 6E-J Initial protein content (whi54E) 

<R(0)> [rib] 2.15*105 1G-I, S.6 Initial number of ribosomes 

<R(0)> [rib] 2.7*105 2C, 2F, 2H, 

3A(m),3C-D, S.7, 

S.19 

Initial number of ribosomes 

<R(0)> [rib] 1.61*105 3A(xs),3H Initial number of ribosomes 

<R(0)> [rib] 2.4*105 3G Initial number of ribosomes (WT) 

<R(0)> [rib] 2.8*105 3G Initial number of ribosomes (extra-SBF) 

<R(0)> [rib] 2.31*105 4A-B Initial number of ribosomes 

<R(0)> [rib] 2.31*105 4D Initial number of ribosomes (WT) 

<R(0)> [rib] 3.7*105 4D Initial number of ribosomes (cln3Δ) 

<R(0)> [rib] 2.6*105 4E Initial number of ribosomes (ydj1Δ-a) 

<R(0)> [rib] 2.1*105 4E Initial number of ribosomes (ydj1Δ-b) 

<R(0)> [rib] 2.1*105 6C, 6E-J Initial number of ribosomes (WT) 

<R(0)> [rib] 1.6*105 6C, 6E-J Initial number of ribosomes (whi5Δ) 

<R(0)> [rib] 1.7*105 6C, 6E-J Initial number of ribosomes (whi54E) 

CVP0, CVR0 - 15% 1G-I, 2C, 2F, 2H, S.6-

7 

CV for P(0) and R(0) 

CVP0, CVR0 - 20% 3A, 3C-D CV for P(0) and R(0) 

CVP0, CVR0 - 40% 3G CV for P(0) and R(0) 

CVP0, CVR0 - 22.5% 4A-B CV for P(0) and R(0) 

CVP0, CVR0 - 22.5% 4D CV for P(0) and R(0), WT 

CVP0, CVR0 - 25% 4D CV for P(0) and R(0), cln3Δ 

CVP0, CVR0 - 18% 4E CV for P(0) and R(0), ydj1Δ-ab 

CVP0, CVR0 - 12% 6C, 6E-J, S.19 CV for P(0) and R(0) 

<ρ> [rib aa-1] 1.34*10-5 1G-I, 2C, 2F, 2H, 3A-

D, 3F-H, 6C, 6E-J,  

S.6-7, S.19 

Ribosome-over-protein ratio 
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<ρ> [rib aa-1] 1.32*10-5 4A-B Ribosome-over-protein ratio 

<ρ> [rib aa-1] 1.32*10-5 4D Ribosome-over-protein ratio (WT) 

<ρ> [rib aa-1] 1.34*10-5 4D Ribosome-over-protein ratio (cln3Δ) 

<ρ> [rib aa-1] 1.0*10-5 4E Ribosome-over-protein ratio (ydj1Δ-a) 

<ρ> [rib aa-1] 1.32*10-5 4E Ribosome-over-protein ratio (ydj1Δ-b) 

<K2> [aa rib-1 min-1] 558 1G-I, 2C, 2F, 2H, 3A-

D, 3F-H, 6C, 6E-J,  

S.6-7, S.19 

Protein production rate per ribosome 

<K2> [aa rib-1 min-1] 500 4A-B Protein production rate per ribosome 

<K2> [aa rib-1 min-1] 500 4D Protein production rate per ribosome (WT) 

<K2> [aa rib-1 min-1] 530 4D Protein production rate per ribosome (cln3Δ) 

<K2> [aa rib-1 min-1] 340 4E Protein production rate per ribosome (ydj1Δ-a) 

<K2> [aa rib-1 min-1] 500 4E Protein production rate per ribosome (ydj1Δ-b) 

CVpar - 5% 1G-I, S.6 CV for all but k3M model parameters 

CVpar - 12% 2C, 2F, 2H, 3A-D, 3F, 

4A-B,D-E, 6C, 6E-J, 

S.7, S.19 

CV for all but k3M model parameters 

N - 200 1G-I, S.6 Number of cells 

N - 1000 2C, 2F, 2H, S.7, S.19 Number of cells 

N - 90 3A(m) Number of average cells 

N - 20 3A(xs) Number of extra-small cells 

N - 100 3C-D, 3G-H, 4A-B,D-

E, 6C, 6E-J 

Number of cells 

N - 75 4E Number of cells (ydj1Δ-a) 

N - 25 4E Number of cells (ydj1Δ-b) 
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Supplementary Note 1 
 

Notations 
 

The following notations are adopted to denote molecules, reactions, equations and tables.  

 The model comprises three subcellular compartments: cytoplasm, nucleus and 

endoplasmic reticulum. If a molecule considered in the model translocates from one 

compartment into another, a suffix (‘cyt’, ‘nuc’, ‘ER’) will be adopted to identify the 

molecule in the proper compartment; otherwise, no suffix will be added. 

 The labels for biochemical reactions are preceded by an ‘R’. 

 The labels for the model equations are preceded by a ‘D’ or a ‘C’ according to 

whether it is a Dynamical equation or an algebraic Constraint. 

 

 

Supplementary Note 2 
 

Modeling the connection of Cell Growth with the G1/S transition 
 

Biology. The continuous increase of cell components sustains cell proliferation and the 

rate of cell growth sets the duration of the cell cycle 1-3. As reviewed in 4, cell growth 

affects cell cycle progression at many different levels, being the entrance into – and 

execution of – the G1/S transition the more relevant ones 5-9. Thus in order to model the 

G1/S transition, we first modeled the rate of cellular growth following a line of thought 

previously proposed. A large part of energy and of building blocks utilized in cellular 

processes is used for the biosynthesis of the informational macromolecules, i.e., RNA and 

proteins 10,11. The increase of both protein and ribosome level results from the balance 

between the rate of protein/ribosome synthesis and degradation, the latter following a first 

order kinetics. Each exponential growth condition is characterized by a specific 

‘ribosomes-over-proteins’ ratio (ρss) 12. The amount of Sfp1 that localizes in the nucleus 

following TOR-dependent phosphorylation 13 sets the Rho value. Experimental evidence 

supports the notion that a negative feedback 14,15 – that involves the TOR pathway 13,16,17 – 

reduces the ribosome biosynthesis in presence of ribosomes not engaged in protein 

biosynthesis. 

 

Reconstruction. The single cell Growth is an Ordinary Differential Equation (ODE) model, 

taken from 12, and dealing with the ribosome (expressed as number of ribosomes/cell, 
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state variable R) and protein content (expressed as number of polymerized amino 

acids/cell, state variable P). Both ribosome and protein dynamics are described by the 

balance between production and degradation rates. As far as the ribosome kinetics, the 

production rate is zero when the ‘ribosome-over-protein’ ratio exceeds parameter ρ; 

otherwise it is proportional (coefficient K1) to the (positive) difference ρP-R, eqs.(D.2.1)-

(C.2.1). The degradation rate is linear, with time constant D1, eq.(D.2.1). As far as the 

protein accumulation kinetics, the production rate is proportional to the ribosome content 

through their average translational efficiency K2 and the degradation rate is linear, with 

time constant D2, eq.(D.2.2). 

 

Computational representation. According to this biological reconstruction, the growth 

equations are taken to be 

    (D.2.1) 

   (C.2.1) 

     (D.2.2) 

According to a feasible setting of the input parameters (see, e.g. the set reported in 

Supplementary Table 2), it is  

1/D1 << K1  1/D2 << K1  ρ*K2 << K1   (C.2.2) 

so that if the following inequality is satisfied 

ρ*K2 - 1/D2 > 0 (exponential growth condition)  (C.2.3) 

both ribosomes and proteins grow can be approximated (after a transient) by the same 

exponential law, with an exponential growth rate λ: 

  λ = ρ*K2 - 1/D2     (C.2.4) 

according to which the Mass Duplication Time, MDT, is computed to be: 

MDT = ln(2)/λ     (C.2.5) 

It should be noted that λ is not hard-wired in the model, but rather it is linked to the 

macromolecular composition and biosynthetic activity of the cells, a connection that is 

made possible by the appropriate choice of the measurement units for ribosome and 

protein content, synthesis and degradation. The use of a standard molecular concentration 

to express RNA and protein content would not allow visualizing this connection. A further 
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result coming from the growth model is that the ‘ribosome-over-protein’ ratio R/P 

asymptotically converges to parameter ρ (i.e. ρss coincides with ρ). The reader may refer 

to 12 for all the details. 

 

 

Supplementary Note 3 
 

The Molecular Model of the G1/S transition 
 

To generate an updated model of the G1/S transition in budding yeast, we heavily 

amended a previously proposed model of the G1/S transition 18 introducing major 

experimental findings published since then. The basic, revised model does not account for 

regulatory signaling events, but it can be easily extended to incorporate them, as shown by 

the cell fate analysis presented in the results section (see Supplementary Note 11 of this 

document and Fig. 2 of the main text).  

Recently, Cross and collaborators proposed to divide G1 in two periods 19: T1 and T2. The 

end of T1 is set by nuclear exclusion of Whi5 20, an inhibitor of G1/S-specific transcription, 

which plays the same functional role of the retinoblastoma protein in mammalian cells 21,22 

and whose function will be discussed in more detail in Supplementary Note 6. At the end 

of period T1, a T2 period starts. Major molecular events taking place during T2 include 

synthesis of Cln1,2 and Clb5,6 cyclins and accumulation of Cln1,2-Cdk1 active complex 

that promotes budding. Instead Clb5,6-Cdk1 first interacts with Sic1 to form an inactive 

complex. The end of the T2 period is set when 50% of Sic1 is exported from the nucleus 

following phosphorylation by Cln1,2-Cdk1 and by free Clb5,6-Cdk1 23. The bulk of Clb5,6-

Cdk1 is released to promote DNA synthesis 24. 

The molecular model takes into account the following classes of events: 

i. Regulation of Cln3-Cdk1 activity, i.e. Cln3 synthesis (in the cytoplasm), its 

subsequent retention in the endoplasmic reticulum and its transport in the nucleus 

by the Ydj1 chaperone as well as Cln3 inhibition by Far1.  

ii. Transcriptional activation of the G1/S regulon, first by Cln3-Cdk1 kinase activity, 

which includes a computationally effective description of regulon activation - 

including Cln1,2-mediated positive feedback - and multisite phosphorylation of 

Whi5. 
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iii. Regulation of Clb5,6-Cdk1 activity - that triggers entrance into S phase - by binding 

of Sic1, whose nuclear level and inhibitory activity are regulated by both Cln1,2-

Cdk1 AND Clb5,6-Cdk1 phosphorylation activity.  

The model - which takes into account cytoplasm (‘cyt’), endoplasmic reticulum (‘ER’) and 

nucleus (‘nuc’) sub-cellular compartments - is a hybrid continuous/discrete-event model. 

The amount and sub-cellular localization of the molecular players involved in the activation 

of the regulon is modeled by a set of Ordinary Differential Equations (ODE). Regulon 

activation depends on a correct sequence of multi-site phosphorylation steps - catalyzed 

by Cln1,2,3-Cdk1 complexes. A discrete-event stochastic model that calculates probability 

distributions of the different phosphorylation states describes the phosphorylation states of 

DNA-bound SBF and MBF transcriptional activators, as well as of the transcriptional 

inhibitor Whi5. 

Due to the abundance of Cdk1 25 and to the fast dynamics of Cdk1 binding to its cyclin 

targets, the molecular model does not explicitly consider the binding dynamics for Cdk1 

and cyclin Clns and Clbs. Therefore, whenever Clns or Clbs are found in the following, 

they have to be considered as already bound to Cdk1. All the equations are written in 

terms of molecule amounts (instead of concentrations). 

 

 

Supplementary Note 4 
 

Cln3 synthesis and nuclear transport 
 

Biology. The most upstream cyclin acting in the control of the G1/S transition is Cln3, a 

weakly expressed, highly unstable protein whose abundance rapidly responds to changes 

in the nutritional status: Cln3 levels are higher in fast growing cells (for instance cells 

growing in the presence of glucose as a carbon source) than in slow growing cells (for 

instance cells growing in the presence of ethanol as a carbon source)26-32. Since Cln3 is a 

very low abundance protein33, its accurate quantification is a non-trivial task. Early studies 

suggested that Cln3 levels do not oscillate significantly in synchronous cultures of 

elutriated G1 daughter cells: Cln3 is already present in newborn G1 phase cells and its 

concentration does not increase throughout G1 phase26. These early findings appeared to 

be confirmed by recent single cell time-lapse microscopy studies, which demonstrated that 

Cln3 concentration (number of molecules/volume) remains constant as cells grow during 
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G1 phase34. This study employed hyperstable mutant versions of the cyclin lacking the 

phosphosites that normally regulate the degradation of endogenous Cln335-37: therefore, 

the physiological relevance of these observations is uncertain, since Cln3 turnover is 

essential for accurate regulation of cell cycle36,38,39. 

In contrast to previous findings, Zapata and coworkers recently showed that Cln3 is initially 

absent in small newborn G1 cells and subsequently accumulates during growth in G1 

phase, reaching a peak level before bud emergence40. In that study, ethanol-growing cells 

were synchronized by centrifugal elutriation and released in glucose-supplemented 

medium. Besides recovering from elutriation-related stress (a problem common to all 

elutriation experiments), these cells need to adapt from a nutritional condition that is 

known to be characterized by a low Cln3 content (ethanol-supplemented medium, pre-

elutriation) to a nutritional condition that has higher Cln3 level (glucose-supplemented 

medium, post-elutriation). Since an ethanol-to-glucose nutritional shift-up induces an 

increase in Cln3 content (as previously reported in asynchronous cell population (Fig. 4 in 

reference 28), it is doubtful whether these results reflect a gradual accumulation of Cln3 

along the G1 phase, as suggested by the Authors40. The same study also reported a peak 

of Cln3 accumulation in late G1 cells released from α-factor arrest, which had not been 

detected in previous works26,36.  

The Whi3 gene product inhibits translation of CLN3 mRNA 41,42, while newly synthesized 

Cln3 is retained in the ER and its nuclear transport is promoted by Ydj1, a type I HSP40 

co-chaperone member of the DnaJ family 43 in association with Whi7 44. 

 

Reconstruction. In our model Cln3 synthesis is not explicitly modeled. For this reason, the 

role of Whi3 is omitted. As discussed above, conflicting evidences regarding the precise 

pattern of Cln3 protein accumulation during the G1 phase have been reported. Our 

simulations show that the G1/S transition kinetics are quite insensitive to the specific 

pattern of Cln3 accumulation (Supplementary Figs. 1-2), while they are dependent on 

average Cln3 level during G1 (cln3 and Cln3 overexpression cases). Therefore we used 

the simpler hypothesis, i.e. that Cln3 concentration is constant throughout the G1 phase. 

Biochemical reactions involving Cln3 in the early G1 phase are as follows (see also 

Fig.1A): 

Cln3cyt  Cln3nuc     (R.4.1) 

Cln3cyt  Cln3ER     (R.4.2) 

Cln3ER + Ydj1ER → Cln3Ydj1ER   (R.4.3) 
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Cln3Ydj1ER → Cln3Ydj1nuc    (R.4.4) 

Cln3Ydj1nuc → Cln3nuc + Ydj1nuc   (R.4.5) 

The following simplifying assumptions have been incorporated into the model. 

i. Cln3 is produced in the cytoplasm throughout the G1/S transition so to keep fixed 

the ratio of total Cln3 versus the protein content 

ii. Cln3cyt can either translocate to the nucleus, reaction (R.4.1), or to the ER, reaction 

(R.4.2), the latter reaction being favored 

iii. Cln3ER translocation into the cytoplasm does not depend on Cln3ER amount and it 

occurs with a very high cell-to-cell variability 

iv. Binding of chaperone Ydj1 to Cln3 takes place in the ER and is unidirectional, 

reaction (R.4.3) 

v. Chaperone Ydj1 concentration is assumed to be in large excess, i.e. the binding of 

Cln3ER and Ydj1 does not depend explicitly on Ydj1 

vi. Complex Cln3Ydj1 directly diffuses into the nucleus from the ER, through an 

irreversible, reaction (R.4.4) 

vii. Dissociation of Cln3Ydj1nuc is irreversible, reaction (R.4.5)  

 

Computational representation. Total Cln3 increases with total protein, newly formed Cln3 

being cytoplasmic: 

Cln3tot(t) = k0 P(t) = Cln3nuc(t) + Cln3cyt(t) + Cln3ER(t) 

  + Cln3Ydj1ER(t) + Cln3Ydj1nuc(t) + Cln3Far1(t)  (C.4.1) 

Translocation from cytoplasm into ER is reversible, last term in eq.(D.4.1). The diffusion 

rate from the ER into the cytoplasm is independent of the Cln3 amount for values greater 

than a minimum threshold Θ3. Below such a threshold the diffusion rate is proportional to 

Cln3ER. In summary: 

k3(Cln3ER) = k3M,    for  Cln3ER > Θ3 

k3(Cln3ER) = (k3M/Θ3)Cln3ER,  for  Cln3ER ≤ Θ3     (C.4.2) 

Cln3 translocation into the nucleus follows two routes. From one hand, a chaperone-

independent, reversible reaction (R.4.1) yields a net nuclear diffusion (last two terms in 

eq.(D.5.1)). Such diffusion yields a modest contribution to Cln3 nuclear localization in wild 

type cells, instead of the chaperone-mediated nuclear transport. It is a two-step process 

that entails non-reversible formation of the Cln3Ydj1 complex – reaction (R.4.3), that 

effectively depletes Cln3ER – followed by non-reversible Cln3Ydj1 diffusion into the 

nucleus, reaction (R.4.4). Cln3Ydj1 formation (first and last terms in eqs.(D.4.1) and 
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(D.4.2) respectively) is modeled by a function of only Cln3ER, since Ydj1 is taken to be in 

large excess (parameter k1 accounting for Ydj1).  

The diffusion of Cln3Ydj1 into the nucleus is ruled by a sharp Hill function (first terms in 

eqs.(D.4.2-3), with a high Hill coefficient n4), i.e. until Cln3Ydj1ER is close enough to the 

threshold Θ4 the rate of diffusion into the nucleus is approximately fixed to the low value 

k4L; on the other hand, the rate of diffusion may be approximated by the high value k4H 

when cytoplasmic Cln3Ydj1 is far beyond the threshold Θ4. At the very beginning of the 

cycle, wild type cycling cells are assumed to have an initial amount of Cln3ER high enough 

to exceed such a threshold. Therefore such a machinery plays an effective role especially 

in extra-small or starved cells.  

Once in the nucleus, complex Cln3Ydj1 dissociates irreversibly, reaction (R.4.5), thus 

releasing Cln3 (last and first terms in eqs.(D.4.3) and (D.5.1) respectively). Below are 

reported the dynamics concerning Cln3ER and complex Cln3Ydj1: 

   (D.4.1) 

 (D.4.2) 

 (D.4.3) 

 

 

Supplementary Note 5 
 

Inhibition of nuclear Cln3Cdk1 kinase activity by Far1 

 

Biology. The protein-protein interaction (PPI) network that includes proteins involved in cell 

growth and cell cycle is composed by more than 900 proteins 4,45. About 20% of the arcs 

within the Growth & Cycle PPI network connect proteins of the Cell Cycle sub-network with 

proteins of the Cell Growth sub-network, indicating a strong interconnection between the 

processes of cell growth and cell cycle 4, as envisioned by earlier work 46. The more 

relevant connection is given by the control that growth has on the G1/S transition 3,5.  

In budding yeast a cell sizer control appears to be operative over the entrance into S 

phase and budding 19. Gene dosage data strongly support a promoting role of Cln3 in the 
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sizer mechanism 39,47,48. After mitosis, a given amount of nuclear Far1 - an inhibitor of all 

Cln-Cdk complexes - is endowed to each nucleus 49. Experimental findings support the 

notion that the cyclin-dependent kinase inhibitor Far1 is involved in the cell sizer 

mechanism in cycling cells - as well as it is involved in the mating program 50 - by inhibiting 

Cln3Cdk1 in early G1 28,51.  Eventually, continuous Cln3 production and nuclear transport 

(mainly due to the chaperone Ydj1) allows to overcome Far1 inhibition, which is made 

irreversible by Far1 degradation primed by the increasing Cln-Cdk1 activity. A 

mathematical model of the G1 to S transition, that considers the overcoming of a Cln3/Far1 

threshold as the beginning of G1 phase in cycling cells, has been reported in 18.  

 

Reconstruction. The Cln3Far1 complex formation/dissociation occurs in the nucleus 

according to standard mass-action law.  

Cln3nuc + Far1  Cln3Far1   (R.5.1) 

Synthesis and transport of Cln3 have been described in Supplementary Note 4, reactions 

(R.4.1-5). Far1 degradation is controlled by the interplay between free nuclear Cln3 and 

the inactive complex Cln3Far1, and is formally triggered when active nuclear Cln3 exceeds 

the inhibited complex Cln3Far1. 

 

Computational representation. By denoting with k6, k7 the rate constants (the former for 

complex Cln3Far1 unbinding, the latter for Cln3Far1 binding) for reaction (R.5.1), below 

follow the dynamical equations for nuclear Cln3 and Far1: 

 (D.5.1) 

  (D.5.2) 

  (D.5.3) 

Notice that the choice to write the equations in terms of number of molecules, instead of 

concentrations, introduces the requirement of volume determination for the second order 

terms (accounting for the Cln3/Far1 binding). In the present model the cell volume is 

constrained to be proportional to the overall protein content and the nuclear volume is 

constrained to be a proper fraction of the overall cell volume 52: therefore, both cell and 
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nuclear volume increase according to the same exponential growth rate of the protein 

content: 

Vcell(t) = P(t) / H,  Vnuc(t) = h*Vcell(t)   (C.5.1) 

with parameter H being the ‘protein-over-cell volume’ ratio and parameter h being the 

‘nucleus-over-cell volume’ ratio. 

Far1 degradation, last term in eq.(D.5.2), increases to a very high value (parameter k10) as 

soon as free nuclear Cln3 exceeds its inhibited form Cln3Far1: to this aim a Hill function 

has been used to implement such a saturating function. 

 

 

Supplementary Note 6 
 

Multi-site phosphorylation of Whi5 by Cln1,2,3-Cdk1  
 

Biology. Whi5 is a highly disordered, fungal-specific transcriptional inhibitor with analogous 

function, but no sequence homology - to the retinoblastoma protein in higher eukaryotes. 

Genetic data outlined in Results and fully discussed in a recent publication 22 indicate that 

the transcriptional inhibitory activity of Whi5 is controlled through multisite phosphorylation 

mediated by Cln1-3-Cdk1. Among the twelve total Cdk1 phospho-acceptor sites present in 

Whi5, four specific sites clustered in an evolutionary conserved C terminal part of the 

protein are functionally relevant when four specific Cdk1 phospho-acceptor sites are 

concurrently mutated in Swi6 53. Phosphorylation of the 4 phospho-acceptor sites in Whi5 

alters intra-molecular interaction, ultimately resulting in Whi5 dissociation from the Swi6-

Swi4 (SBF) complex, freeing it to activate G1/S-specific transcription 22. WHI5 

overexpression yields an increase in cell size and an extension of G1 phase, whereas its 

deletion yields cells that are smaller than wild type 54. The Whi5 domain from residues 181 

to 205, called the “GTB motif” (G1/S Transcription factor Binding), binds the carboxyl 

terminal of Swi6 and is required for transcriptional repression 55. Recent data confirm that 

Swi4 and Mbp1 interact with Swi6 but not with each other and support the notion that the 

binding of Whi5 is limited to SBF, while the repressor Nrm1, which is a product of the G1/S 

regulon, interacts with MBF 56, repressing transcription of the G1/S regulon as cells 

progress through S phase 57. 

The activation of both SBF and MBF requires Cdk1-dependent phosphorylation, but the 

molecular details differ. Although Swi6, the co-activator that is common to both SBF and 

MBF, contains several Cdk1 phospho-acceptor sites that may contribute to the activation 



  S-38 

of both SBF and MBF, SBF regulation takes place chiefly through the phosphorylation of 

the transcriptional repressor Whi5, whose twelve Cdk1 phospho-acceptor sites are mostly 

occupied in vivo in asynchronously growing cells 53. Whi5 phosphorylation, first by Cln3-

Cdk1 21,58 and later by Cln1,2-Cdk1 59, promotes the dissociation of Whi5 from SBF bound 

to its cognate promoters, thus activating the transcription of the G1/S regulon 60. A positive 

feedback loop that relies on CLN1,2 transcription 61 ultimately commits yeast cells to the 

cell cycle while phosphorylated Whi5 is exported from the nucleus 21,62.  

Mutational analysis has detected four specific sites required for Whi5 function, easily 

evidenced in vivo when the four Cdk1 phospho-acceptor sites of Swi6 are all mutated to 

alanine. When the four critical phosphosites of Whi5 are completely phosphorylated, Whi5 

is released from Swi6 - likely following a conformational change - so that transcription may 

start from the SBF-bound promoters. Dissociation of the SBF-Whi5 complex may also 

derive from the full phosphorylation of the critical Swi6 phosphosites 22,53. Thus, 

conformational changes that disrupt the Whi5-Swi6 interaction and eventually cause the 

activation of the SBF branch of the G1/S regulon can be achieved through phosphorylation 

of a precise pool of Cdk1 sites belonging to a trans-modular domain formed by the 

disordered motifs of both Whi5 and Swi6. In order to investigate the role of the specific 

configuration of functional to total Cdk1 phosphorylation sites in Whi5 (4/12 in the wild 

type), other configurations have been considered, by varying the number of functional 

sites, as schematically outlined in the scheme of Fig. 6.1.  

 

Figure 6.1 Functional (red) vs decoy (blue) distribution of the Whi5 phosphorylation sites. 

  

Reconstruction. A multi-site phosphorylation model has been considered to control how 

transcription factors SBF and MBF are activated to regulate the G1/S regulon, that includes 

a total of 362 genes 60. Our model accounts for the subset of 235 whose transcriptional 

regulation is better understood. These genes can be divided in 3 major classes according 

to the SBF/MBF binding 60. Class A consists of NA = 136 genes whose transcription is 

regulated by the transcription factor SBF. Class B consists of NB = 63 genes and is 
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regulated by the transcription factor MBF. Class C consists of NC = 36 genes and is 

regulated by the OR logic function of MBF and SBF. Class A and C genes will also be 

called SBF-affine genes, while class B and C genes will also be called MBF-affine genes. 

As far as the multi-site phosphorylation, there are three distinct phosphorylation sites: one 

concerns Swi6 and involves both SBF and MBF, the other two concern Whi5 and involve 

only SBF, target of Whi5 action. The site involving Swi6 provides a pattern of ns = 4 

phosphorylations, at the end of which SBF is activated. The two Whi5 sites consist of nw1 = 

4 functional and nw2 = 8 decoy phosphorylation sites: the functional sites are effectively 

responsible for the Whi5 inactivation, while the decoys play a role of competitor in terms of 

kinase demand. Whi5 is inactivated (and, then, released from the binding site) as soon as 

the pattern of nw1 functional phosphorylations is completed. All phosphorylations are 

catalyzed by the same pool of cyclins: Cln3 is the main and upstream kinase, starting to 

work since the beginning of Timer T1, as soon as it diffuses into the nucleus and gets rid of 

its inhibitor Far1; Cln1 and Cln2 act in a positive feedback loop with Cln3 soon after their 

expression. The overall contribution of G1 cyclins to phosphorylation is given by the 

following relation: 

    (C.6.1) 

The cyclin-driven phosphorylation coefficient αk defined in (C.6.2) accounts also for the 

following facts: 

- saturation in the cyclins phosphorylation effectiveness as soon as their combination 

in (C.6.1) approaches and exceeds a given accumulation level Θ20; thus cyclins 

enter αk by means of a smooth Hill function (low Hill coefficient n20); 

- reduction in the cyclins phosphorylation effectiveness by means of a factor 

proportional to the overall number of free phosphorylation sites (Nfree, in (C.6.2)). 

This fact is substantially ruled by the decoy Whi5 phosphorylation sites. The 

computation of Nfree will be discussed in the next section. 

 (C.6.2) 

Notice that αk is also divided by the nuclear volume since the phosphorylation contribute to 

the dynamics occurs as a second order term (there is the product of substrate and kinase). 

 

Computational representation. In our phosphorylation model the state variables are given 

by the probabilities an SBF/MBF-affine gene has of being free of (or bound to) the 

corresponding transcription factor and, in this latter case, with how many phosphorylations 
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out of a maximum number. Thus we can write two vectors of probabilities: one for the 

MBF-affine genes (denoted Pd, where the superscript d refers to the dimer Swi6Mbp1) and 

the other for the SBF-affine genes (denoted Pt, where the superscript t refers to the trimer 

Swi6Swi4Whi5). The probability vector Pd(t) has ns + 2 components, namely Pd
i(t), i = -1, 

0, 1, …, ns, with Pd
-1(t) being the probability that, at time t, an MBF-affine gene is free of 

Swi6/Mbp1, and the other components Pd
i(t) being the probabilities that, at time t, an MBF-

affine gene is bound to Swi6-Pi/Mbp1, with Swi6 i-times phosphorylated. As far as the 

SBF-affine genes, the components of the probability vector Pt(t) will be addressed using 

three subscripts (j1,j2,j3). For j1 = 0, …, ns, j2 = 0, …, nw1, j3 = 0, …, nw2, Pt
j1,j2,j3(t) denotes 

the probability that, at time t, an SBF-affine gene is bound to Swi6-Pj1/Swi4/Whi5-Pj2,j3 

where (j1,j2,j3) are the number of phosphorylations: j1 of Swi6, j2 of the functional sites of 

Whi5 and j3 of the decoy sites of Whi5. Whi5 detaches only when the SBF-affine gene 

reaches one of the states {(ns,j2,j3), j2 = 0, …, nw1, j3 = 0, …, nw2} or {(j1,nw1,j3), j1 = 0, …, ns, 

j3 = 0, …, nw2}. If (j1, j2, j3) = (-1, -1, -1), then Pt
-1,-1,-1(t) is the probability that at time t an 

SBF-affine gene is not bound to the transcription factor. For (j1, j2, j3) = (j1, -1, -1), with j1 ≠ -

1, we have the probability that an SBF-affine gene is bound to the transcription factor with 

the inhibitor Whi5 unbound (i.e. Swi6-Pj1/Swi4). Notice that not all the triples (j1, j2, j3) ϵ {-1, 

0, …, ns} x {-1, 0, …, nw1} x {-1, 0, …, nw2} are allowed. The impossible states are listed 

below: 

- j1 = -1 AND (j2, j3) ≠ (-1, -1): Whi5 cannot be bound (with any phosphorylation 

combination) if SBF is not bound 

-  [j2 = -1 AND j3 ≠ -1] OR [j2 ≠ -1 AND j3 = -1]: the two phosphorylation regions of 

Whi5 must be both bound or both unbound. 

Probabilities Pd and Pt provide an estimate of the SBF/MBF-affine gene percentage 

distribution. Therefore, by multiplying Pd by NB + NC, i.e. the number of MBF-affine genes, 

we have an estimate of MBF-affine gene distribution, as well as by multiplying Pt by NA + 

NC, i.e. the number of SBF-affine genes, we have an estimate of the SBF-affine gene 

distribution. 

Transcription factors binding as well as phosphorylation processes are properly exploited 

in the dynamical equations providing Pd
i(t) and Pt

j1,j2,j3(t), and will be described in details in 

the following subsection. See 63-65 for recent relevant references on modeling of stochastic 

processes. 
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Supplementary Note 7 
 

Transcriptional activation of the G1/S regulon 
 

Biology. In S.cerevisiae, commitment to the mitotic cell cycle takes place at START 60, a 

regulatory area in the G1 phase of the cell cycle where a yeast cell integrates intracellular 

and extracellular signals. It has been recently proposed that passage through START 

corresponds to the activation of a G1 cyclin positive feedback loop that involves Cln3 – the 

most upstream acting G1 (Cln type) cyclin - and the downstream Cln1,2 cyclins 60. A major 

Cln3 target at START is Whi5, a transcriptional inhibitor whose inactivation starts 

expression of the so-called G1/S regulon, i.e. the group of genes whose expression is 

coordinately up-regulated in cells entering S phase. The ensuing expression of the CLN1 

and CLN2 genes driven by Cln3-mediated phosphorylation completes the positive 

feedback loop through further inactivation and nuclear exclusion of Whi5 and full activation 

of two transcription factors sharing the same Swi6 regulatory subumit: SBF (Swi4-Swi6) 

that binds to - and is inhibited by Whi5 - and MBF (Mbp1-Swi6). Mutational analysis has 

defined that SBF activation requires phosphorylation of specific residues either in Whi5 OR 

in the Swi6 subunit of SBF itself 53. Concurrent MBF also requires Cdk1 activity, likely 

through phosphorylation of the shared component Swi6 66. At later times, MBF activity is 

down-regulated by the product of the NRM1, encoding a protein related to Whi5 57,67.  

In early G1 cells Whi5 binds to SBF, inhibiting transcription. Whi5 carries 12 Cdk1 

phospho-acceptor sites, all of which have been found to phosphorylate in vivo. Genetic 

evidence suggests that four of these sites are functionally relevant and that 

phosphorylation of either these specific Whi5 sites or four sites on the Swi6 subunit of SBF 

is required to trigger transcription of the SBF-affine genes of the G1/S regulon 53. In our 

model, Cln-Cdk1-mediated phosphorylation of the functional four sites of Whi5 is the 

central device supporting coherent initiation of G1/S regulon transcription, conferring robust 

timing to cell cycle events, in keeping with a pattern previously described for another 

multisite protein phosphorylation 24,68. Cdk1-dependent activation of MBF involves 

phosphorylation of four Swi6 sites as well. Since dual-regulated targets are activated by 

the earliest active transcription factor, transcriptional activation of the dual-target genes 

functions as a logical OR gate, a single active transcription factor - either SBF or MBF - 

being sufficient to activate their transcription. Notably, CLN1 is a dual regulated gene, so 

that - within experimental error - it is the earliest activated gene under a variety of 
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experimental conditions. CLN2, that is an SBF-only regulated gene, is activated a few 

minutes after CLN1 60.  

CLB5, whose product promotes DNA synthesis 69, is activated about 10 minutes later than 

CLN1, while CLB6, a gene whose product has redundant functions with those of Clb5 is 

transcribed even later. NMR1, the gene encoding the negative feedback co-repressor 

which down-regulates transcription of MBF regulated genes 57, is transcribed about 15 min 

later than CLN1, so to allow enough time to the accumulation of Cln1 and Cln2 to sustain 

the positive feedback on G1/S regulon transcription prior to Nrm1 dependent transcriptional 

inactivation 60. 

 

Reconstruction. The binding of Swi6 and Swi4 to form SBF = Swi6Swi4 follows the usual 

mass action laws of complex formation, as well as the binding of Swi6 and Mbp1 to form 

MBF = Swi6Mbp1  

Swi6 + Swi4  Swi6Swi4     (R.7.1) 

Swi6 + Mbp1  Swi6Mbp1    (R.7.2) 

Moreover, complex SBF is made inactive by the S-phase inhibitor Whi5, by forming the 

trimer Swi6Swi4Whi5: 

Swi6Swi4 + Whi5  Swi6Swi4Whi5    (R.7.3) 

A newborn cell has a large amount of nuclear Whi5 so that most SBF is inhibited in the 

early G1 phase.  

The activation of the G1/S regulon is simulated by means of a stochastic model, that obeys 

the following basic rules:  

i) the binding of complexes SBF and SBFWhi5 takes place on class A and class C 

genes; MBF binds to class B and class C genes; the binding of SBF, SBFWhi5 

and MBF are independent events  

ii) class A genes are activated when SBF is bound to the promoter region free of its 

inhibitor Whi5: either it binds directly, or it first binds inhibited by Whi5 and then 

gets rid of the inhibitor at the end of a Cln-Cdk1-mediated phosphorylation process  

iii) class B genes are activated when MBF bound to the promoter region is activated at 

the end of a Cln-Cdk1-mediated phosphorylation process  

iv)  class C genes are activated by the OR logic function of items ii) and iii)  

v) the Swi6 subunit of SBF and MBF has ns (ns = 4 in the standard data set for 

simulation of wild type cells) phosphorylation sites in Swi6; Whi5 has two classes 

of phosphorylation sites whose phosphorylation has different physiological 
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outcomes: the first class encompasses nw1 (nw1 = 4 in the standard data set for 

simulation of wild type cells) functional phosphorylation sites. These sites are 

physiologically relevant and lead to dissociation of the SBFWhi5 complex and 

transcriptional activation of the bound cognate genes; the second class 

encompasses nw2 (nw2 = 8 in the standard data set for simulation of wild type cells) 

decoy phosphorylation sites. Phosphorylation of these sites does not lead to 

dissociation of the SBFWhi5 complex and transcriptional activation of the bound 

cognate genes. It works by engaging Cdk1 phosphorylation activity. 

vi) phosphorylations occur only when SBF, SBFWhi5 or MBF are bound to the 

promoter region of the corresponding genes  

vii) all the phosphorylations are catalyzed by the same Cln1,2,3-driven coefficient, 

defined in (C.6.2) 

viii) SBF-affine genes bound to SBFWhi5 are activated when Whi5 detaches from 

SBF. The detachment occurs (at a given rate) only after full phosphorylation of 

Swi6 or of the functional sites of Whi5. These state transitions are below 

summarized: 

(ns,j2,j3)  (ns,-1,-1), j2 = 0, …, nw1, j3 = 0, …, nw2 

(j1,nw1,j3)  (j1,-1,-1), j1 = 0, …, ns-1, j3 = 0, …, nw2 

 

Computational representation. The following equations refer to the SBF and MBF 

dynamics: 

 

(D.7.1) 

  

(D.7.2) 

 

 (D.7.3) 

with k11, k12 rate constants for reaction (R.7.1), k13, k14 rate constants for reaction (R.7.3), 

k15, k16 rate constants for reaction (R.7.2). The last terms in (D.7.1-3) involve the 

stochastic part of the model taking into account the probability distribution of the genes 
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bound to the corresponding transcription factors. To this aim, probability Pd
-1(t) is exploited 

in eq.(D.7.3) to model the clearance rate of complex Swi6Mbp1, due the binding of MBF to 

the MBF-affine gene population, as a rate proportional to the average number of unbound 

MBF-affine genes (i.e. (NB + NC)Pd
-1(t)) and to the ligand concentration itself, by means of 

coefficient αd(t) given by: 

    (C.7.1) 

A similar approach is followed for the SBF-affine genes. Therefore, vector Pt
-1,-1,-1(t) is 

exploited to model the clearance rates of complexes Swi6Swi4 (eq.(D.7.1)) and 

Swi6Swi4Whi5 (eq.(D.7.2)), due the binding of SBF and SBFWhi5 to the SBF-affine gene 

population, as rates proportional to the average number of unbound SBF-affine genes (i.e. 

(NA + NC)Pt
-1,-1,-1(t)) and to the ligand concentration itself, by means of coefficient αb(t) and 

αt(t): 

    (C.7.2) 

Transcription factors binding as well as phosphorylation processes are properly exploited 

in the dynamical equations for Pd
i(t) and Pt

j1,j2,j3(t). Let us consider the dynamics of the 

probability distribution Pd of the MBF-affine genes. To this end, consider the following 

graph: 

 

 

 

 

 

Figure 7.1 Graph representation of the transitions between the states of MBF-affine genes. The 

blue arrow represents the binding of the promoter to Swi6-P0/Mbp, with rate αd. The black arrows 

represent state transitions due to phospohorylation of free sites of Swi6-Pi, where the transition 

rate is the product of the phosphorylation rate of a single site, multiplied by the number of free 

sites. The gene activation happens when the last free site of Swi6 is phosphorylated. 

 

Fig. 7.1 reports the graphic representations of the transitions among different states of 

MBF-affine genes in the form of a simple oriented graph (a chain). The source node (1) 

represents the genes whose promoters are free of the transcription factor, and Pd
-1(t) is the 

probability of an MBF-affine gene of being in such a state at time t. The first arc represents 
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the binding of the (unphosphorylated) Swi6Mbp1 to the promoter, and thus the second 

state represents all genes whose promoters are bound to unphosphorylated Swi6Mbp1 

(probability Pd
0(t)). All the subsequent arcs represent phosphorylation processes, and the 

subsequent nodes represent increasing phosphorylation levels. The last state is a sink-

state that represents activated genes with Swi6 fully phosphorylated. The last transition 

coincides with the gene activation. Thus, Pd
ns(t) is the probability of an MBF-affine gene of 

being activated at time t. According to the graph of Fig. 7.1, the following equations 

describe the dynamics of Pd
i(t), i = -1, 0, …, ns: 

     (D.7.4) 

    (D.7.5) 

 

 (D.7.6) 

     (D.7.7) 

with the binding coefficient αd(t) given by (C.7.1) and the phosphorylation coefficient αk(t) 

given by (C.6.2). Notice that the phosphorylation terms in eqs.(D.7.5-7) account for the fact 

that, being in state i (i.e. i sites of Swi6 already phosphorylated), there are ns – i available 

sites for further phosphorylations. The model equations are such that Pd
ns(t) → 1 as t →∞ 

and Pd
i(t) → 0 for i = -1, 0,…, ns 1. For this reason we say that the state i = ns is a sink. 

In compact form, recalling that the probability vector Pd(t) is 

    (C.7.3) 

with nd = ns + 2 it is: 

  (D.7.8) 

where D(αd), D(αk) are proper matrices in Znd
 
x

 
nd and Pd(0) = [1 0 … 0 ]T Znd. 

Numbering rows and columns with indexes (i,j) {-1,0,…,ns} x {-1,0,…,ns}, by exploiting 

eqs.(D.7.4-7) the elements of matrix D(αd) are computed as:  

D(αd)(-1,-1) = 1, D(αd)(0,-1) = 1, D(αd)(i,j) = 0 for any other pair (i,j)  (C.7.4) 

On the other hand, the elements of matrix D(αk) are computed as follows: 

- row -1: D(αk)(-1,j) = 0, for all j 

- row 0: D(αk)(0,0) = ns, and D(αk)(0,j) = 0, for all j  0. 
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- row i = 1,…, ns 1: D(αk)(i,i -1) = (ns – i + 1), D(αk)(i,i) =  (ns – i), and D(αk)(i,j) = 0 

for j {i,i1} 

- row i = ns: D(αk)(ns,ns -1) = 1, and D(αk)(ns,j) = 0 for j {ns1} 

Notice that the vector Pd(t) is a vector of probabilities, and therefore its components must 

be nonnegative and such that at any time t the sum is 1, i.e. 1T
ns Pd(t) = 1 (1ns being the 

vector of 1’s in Rns). This property is guaranteed at time t = 0 by the system initialization, 

where we set Pd
-1(0) = 1 and Pd

i(0) = 0 for i = 0, 1,…, ns. The structure of equation (D.7.8), 

where both D(αd) and D(αk) are Metzler matrices and such that 1T
nsD(αd) = 0 and 1T

nsD(αk) = 0, 

guarantees that 1T
ns Pd(t) = 1 for all t > 0. 

 

Now let us consider the dynamics of the probabilities Pt
j1,j2,j3(t) of the states of the SBF-

affine genes, characterized by the triple (j1, j2, j3) as explained in the previous section. A 

compact form analogous to (D.7.8) can be obtained by aggregating the probabilities 

Pt
j1,j2,j3(t), by means of a lexicographic order, (j1, j2, j3)  {1, 0, …, ns} x {1, 0, …, nw1} x 

{1, 0, …, nw2}, into the vector Pt(t)  Rnt reported in (C.2.4.5). As in the case of the 

dynamics of Pd(t), also Pt(t) obeys a linear differential model that can be put in the form: 

      (D.7.9) 

where R(αt), R(αb), R(αk), R(αw) are suitable matrices in Znt
 
x

 
nt. In order to better understand the 

equation describing the dynamics of each component of Pt(t), the reader should look at the 

graph of Fig. 7.2.  
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Figure 7.2. Graph representation of the transitions between states of SBF-affine genes for ns = nw1 

= nw2 = 2. The blue arrows represent the binding of the promoter to Swi6-P0/Swi4/Whi5-P0,0, with 

rate αt, or to Swi6-P0/Swi4, with rate αb. The black arrows represent state transitions due to 

phospohorylation of free sites of Swi6-Pj1/Swi4/Whi5-Pj2,j3. The red, green and violet arrows 

represent the unbinding of Whi5 (and consequent gene activation), with different colors 

representing the release of Whi5 with different phosphorylation levels. 
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    (C.7.5) 

Notice that, in order to make the figure easy to understand, we have set ns = nw1 = nw2 = 2 

(instead of ns = nw1 = 4 and nw2 = 8). The source node (1,1,1) represents the genes 

whose promoters are free of the transcription factor SBF, and Pt
1,1,1(t) is the probability 

of an SBF-affine gene of being in such a state at time t. A gene can exit this state in two 
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ways: through the binding of Swi6/Swi4/Whi5 (transition (1,1,1) → (0,0,0) with rate αt) 

or through the binding of Swi6/Swi4 (transition (1,1,1) → (01,1) with rate αb). In 

this latter case, the gene activates. Thus the differential equation for Pt
1,1,1(t) is: 

   (D.7.10) 

The equation for Pt
0,0,0(t) is as follows: 

  (D.7.11) 

where the first term accounts for the increase of state (0,0,0) due to the binding of 

Swi6/Swi4/Whi5, and the second term describes the decrease of state (0,0,0) due to 

phosphorylations. More in details, we have three kind of transitions out of (0,0,0): 

- (0,0,0) → (1,0,0) phosphorylation of Swi6 with rate ns αk (the free sites are ns) 

- (0,0,0) → (0,1,0) phosphorylation of functional sites of Whi5 with rate nw1 αk (the free 

sites are nw1) 

- (0,0,0) → (0,0,1) phosphorylation of decoy sites of Whi5 with rate nw2 αk (the free sites 

are nw2) 

The equations for the states Pt
j1,j2,j3(t) when 0 < j1 < ns, 0 < j2 < nw1 and 0 < j3 < nw2 are as 

follows. The probability of such a state can vary only because of phosphorylation 

processes: 

  (D.7.12) 

The first (negative) term describes the decrease of the number of genes in states (j1, j2, j3) 

due to phosphorylation of one of the admissible sites: Swi6 with rate (ns  j1)αk, functional 

sites of Whi5 with rate (nw1  j2)αk, and decoy sites of Whi5 with rate (nw2 j3)αk. The 

following three positive terms account for the increase of the number of genes in state (j1, 

j2, j3) coming from genes in state (j1 1, j2, j3) (through phosphorylation of Swi6-Pj11 with 

rate (ns  j1 1)αk), from genes in state (j1, j2 1, j3) (through phosphorylation of Whi5-

Pj21,j3 with rate (nw1  j2 1)αk), or from genes in state (j1, j2, j3 1) (through 

phosphorylation of Whi5-Pj2,j31 with rate (nw2 j31)αk). 

The dynamics of the probability relative to the state (0,1,1) (genes activated and bound 
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to Swi6-P0/Swi4) is the following: 

 

(D.7.13) 

The first term explains the growth due to the direct binding of the promoter to Swi6/Swi4 

(free of Whi5). The second term accounts for the phosphorylation of a site in Swi6 

(transition (0,1,1) → (1,1,1)). The last summation collects the contributions due to all 

transitions from states (0,nw1,j3) to (0,1,1) due to the release of Whi5-Pnw1,j3, which 

occurs at rate αw. 

The states of the type (j1,1,1) with j1 = 1, …, ns 1, obey to an equation similar to the 

previous one, but where the contribution of transitions from (1,1,1) is replaced by 

transitions from (j11,1,1) (the first term in the equation): 

   (D.7.14) 

The state (ns,1,1) is the sink state of the net, in that asymptotically all genes tend to be 

in such a state (i.e., Pt
(ns,1,1)(t) → 1 as t →∞). The dynamics of Pt

(ns,1,1)(t) is: 

   (D.7.15) 

Only non-negative terms are present (monotonic growth of Pt
(ns,1,1)(t)). The first term is 

due to the phosphorylation of the last site of Swi6 in Swi6-Pns-1/Swi4; the double 

summation accounts for the release of Whi5 according to different functional and decoy 

phosphorylation configurations. 

Equations (D.7.10-15) can be put in the compact form (D.7.9) with suitable definitions of 

the matrices R(αt), R(αb), R(αk), R(αw). It can be shown that these matrices are all Metzler, and 

this guarantees that if at 0 the components of Pt are non-negative, they remain non-

negative for all t > 0. Moreover, they are such that 1TR(αt) = 0, 1TR(αb) = 0, 1TR(αk) = 0, 1TR(αw) 

= 0, and this ensures that if 1TPt(0) = 1, then 1TPt(t) = 1 for all t > 0. Of course, at t = 0 all 

SBF-affine genes are in the state (1,1,1) (source state), and therefore Pt
1,1,1(0) = 1, 

and Pt
j1, j2, j3(0) = 0 for (j1, j2, j3) ≠ (1,1,1) (thus 1TPt(0) = 1). 

 

According to Pd(t) and Pt(t) definitions, the following quantities can be computed. 
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- aB, probability that a class B gene is activated (providing an estimate of the 

percentage of class B activated genes): 

   (C.7.6) 

Its computation comes from the fact that a class B gene is an MBF-affine gene 

- aA, probability that a class A gene is activated (providing an estimate of the 

percentage of class A activated genes). Since a class A gene is an SBF-affine 

gene, aA is obtained by summing up all the SBF-affine gene probabilities to be 

bound to SBF free of Whi5: 

   (C.7.7) 

Ft is a suitably defined vector with entries in {0,1}. 

- aC, probability that a class C gene is activated (providing an estimate of the 

percentage of class C activated genes). Class C genes are given by the 

intersection of SBF-affine and MBF-affine genes. Thus, the probability that a class 

C gene is activated is given by the probability that an SBF-affine gene is activated 

+ the probability that an MBF-affine gene is activated - the joint probability (given 

by the product of probabilities, due to the independence of the events):  

   (C.7.8) 

- ud, mean value of free phosphorylation sites for an MBF-affine gene: 

  (C.7.9) 

- fB, free phosphorylation sites for class B genes: 

    (C.7.10) 

- ut, mean value of free phosphorylation sites for an SBF-affine genes: 

  

 (C.7.11) 

The sum is intended to contain only admissible states for triples (j1, j2, j3). Ut is a 

suitable matrix in Z1xnt. 

- fA, free phosphorylation sites for class A genes: 

    (C.7.12) 

- fC , free phosphorylation sites for class C genes: 
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   (C.7.13) 

The sum fA + fB + fC provides the sum of all the free phosphorylation sites, and is 

exploited for the computation of Nfree in (C.6.2). 

 

As for Whi5 dynamics, it is released from the genes where Swi6Swi4Whi5 is bound at the 

end of the complete phosphorylation process of either Swi6 or functional sites of Whi5 in 

class A and C genes. To model the Whi5 release, define the vector 

     (C.7.14) 

where Whi5-Pj2, j2 = 0, …, nw1, refers to a free molecule of Whi5 that is j2-times 

phosphorylated on functional sites, and any time phosphorylated on decoy sites. As far as 

the case of Whi5-Pj2 for j2 = 0, …, nw1-1, it is: 

   (D.7.16) 

accounting for the release of Whi5-Pj2 after the last phosphorylation of Swi6 in SBF-affine 

genes; it sums for all the j3  possible phosphorylation states of the decoy sites of Whi5. As 

far as the case j2 = nw1, it is: 

  (D.7.17) 

accounting for the release of Whi5-Pnw1 after the last phosphorylation of the functional sites 

of Whi5; it sums for all the j1 possible phosphorylation states of Swi6 and for all the j3  

possibilities of the decoy sites of Whi5. In a more compact form, there exists a suitably 

dimensioned matrix Ht such that: 

 (D.7.18) 

Nuclear Whi5 is released out of the nucleus according to diffusion coefficients increasing 

with the number of functional phosphorylated states. If we aggregate these coefficients in 

k21 = [k0
21 k1

21 … knw1
21]T, then we have that the contribute to Wp dynamics due to the 

diffusion out of the nucleus is: 

    (D.7.19) 
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with diag{k21} a diagonal matrix with the diagonal elements given by the entries of vector 

k21. Thus, in summary, taking into account also the binding dynamics of (R.7.3): 

  

  (D.7.20) 

 

Finally, the following equations refer to the constraints given by the fact that the total 

number of Swi6, Swi4, Mbp1 and Whi5 is constant within the G1 period of interest: 

 (C.7.15) 

 

      (C.7.16) 

  (C.7.17) 

  (C.7.18) 

Thus, according to eqs.(C.7.15-18) it is possible to compute Swi4, Swi6, Mbp1 and Whi5cyt 

from the other state variables. 

 

 

Supplementary Note 8 
 

Extension of the G1/S model to Whi5 mutants 
 

Biology. Data on whi5 null mutant and mutants with alanine substitutions in either the 

functional and/or the decoy Cdk phosphorylation sites are available and have been 

described in the main text and this document (Supplementary Note 6). Data on mutants 

with phosphor-mimetic mutations in the functional sites were not previously available. Our 

newly generated data, that have been used for validation of our model are presented in the 

main text (Fig. 6). 
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Reconstruction. The G1/S model accounts for numerical simulations involving the whi5 

deleto, with no structure modifications, except for by setting the total amount of Whi5 equal 

to zero in constraint (C.7.18).  

On the other hand, some modifications are required to model the mutant Whi54E supposed 

to have its 4 functional sites ‘naturally’ phosphorylated. The working hypothesis is that, 

differently from WT cells where phosphorylated Whi5 does not bind to SBF, such a mutant 

Whi5 keeps unchanged the possibility to bind to (and therefore inhibit) SBF. Such a 

binding occurs with a lower affinity, that means reaction (R.7.3) occurs with a lower value 

of k14. Moreover, because of the ‘naturally’ phosphorylation state of Whi5, the binding of 

SBFWhi5 to the gene modifies its state from (-1,-1,-1) straightforwardly to (0,nw1,0), which 

prevents to pass through most of the possible states (see the scheme of Fig. 8.1). Finally, 

soon after the binding of SBFWhi5, Whi5 is ready to be released without waiting for further 

phosphorylations. However, this happens at a lower rate. 

 

Figure 8.1. Graph representation of the transitions between states of a mutant cell with the Whi5 

functional states already phosphorylated, for SBF-affine genes with ns = nw1 = nw2 = 2. Notice that 

the figure reports all the states of the WT case reported in Fig. 1.2.4.2, keeping transparent the 

ones not compatible with the mutant case. Like in Fig. 1.2.4.2, the black arrows represent state 

transitions due to phospohorylation of free sites of Swi6-Pj1/Swi4/Whi5-Pj2,j3. The red, green and 

violet arrows represent the unbinding of Whi5 (and consequent gene activation), with different 

colors representing the release of Whi5 with different phosphorylation levels. 

 

Notice that, according to the mutant properties, there exists only one state for Whi5 to be 

modeled, that is Whi5-Pnw1. 
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Computational representation. Besides the building of the matrices R(αt), R(αb), R(αk), R(αw) 

related to the vector Pt, eq.(D.7.9) does not formally change. As for Whi5, eqs.(D.7.1-2) 

are still valid, with Whi5nuc meaning the mutant (and unique) form of Whi54E. On the other 

hand, eq.(D.7.20) simplifies in: 

 

(D.8.1) 

 

 

Supplementary Note 9 
 

Expression of relevant controller genes of the G1/S regulon 
 

Biology. In any given growth condition or following release from any cell cycle arrest, 

genes within the G1/S regulon have a well-defined distribution of transcriptional activation 

times. Namely, activation of the CLN2 and – more so – CLN1 genes consistently 

anticipates activation of the bulk of the G1/S regulon, while activation of the CLB5,6 genes 

– leading to synthesis of Clb5,6 cyclins required for S phase entrance - and of the NRM1 

gene encoding the MBF inhibitor protein follow at later and reproducible times 60. 

 

Reconstruction. The last phase of the G1/S transition is regulated by 5 of the 235 

molecules encoded by the G1/S regulon, namely Cln2 and Nrm1 (encoded by class A 

genes), Clb5 (encoded by class B genes), Cln1 and Clb6 (encoded by class C genes), 60. 

Their temporal pattern of expression is robust and likely it is a function of the number and 

sequence of the SBF and/or MBF binding sites present upstream of each gene. We model 

the temporal pattern of expression of these 5 gene products as follows. Their production 

starts according to the transcriptional activation of the corresponding gene. To this aim, 

each of the 5 players is associated to a random distribution indicating the order  of 

activation with respect to the other genes of the class they belong. For any given cell, a 

sample is drawn from such distributions for each of the 5 players, and the corresponding 

gene is properly activated as soon as the percentage of activated genes of the class 

(estimated by the probability of activation of a gene of the class) includes the first  genes. 

Each distribution is chosen log-normal with average value η and standard deviation σ:  = 

logN(η,σ). This assumption clearly prevents the possibility to have negative values for 
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beta, but does not ensure that the sample is smaller than the maximum value of the 

corresponding class: as it will be clearer in the following, parameters are set in order to 

make negligible such a probability, which would mean that that gene is never activated. 

So, for example, the fact that CLN1 gene is among the first few genes to be activated in 

each cell is modeled by setting a low value for the corresponding average value η, but 

whether it will be the first, the second or any order gene to be activated within its class, it 

depends from a random sample drawn from the corresponding distribution for each 

individual cell. 

Besides the proper expression by means of their proper transcription factor activation, 

CLN1, CLN2, NRM1, CLB5, CLB6 can be weakly expressed (i.e. with a production rate 

lower than that obtained after the proper activation) starting from a random time. For any 

given cell, a sample is drawn, for each of the five players, from a log-normal distribution 

assigning that player a time Δ, according to which the weak expression occurs in case the 

proper activation is delayed. In case the proper activation takes place before the random 

time (as it usually happens for wild type cells), the weak expression does not occur. On the 

other hand, if the weak expression occurs, then it may switch to the proper expression as 

soon as the proper activation starts. 

Finally, Nrm1 has also the role to inhibit MBF, as soon as it accumulates over a given 

threshold. As a matter of fact, when this happens regular Clb5 production is switched off 

(since it belongs to class B genes, expressed by only MBF). However, Clb5 can still be 

weakly produced, due to the weak activation. Such a threshold is set, in average cells, so 

that Nrm1 exceeds it close to the end of the  G1 phase,  or even later 60. 

 

Computational representation. CLN2 and NRM1 are supposed to be expressed within the 

first half and the second half of activated class A genes, respectively. Thus, by defining 

Cln2 and Nrm1 the order of activation of CLN2 and NRM1, respectively, they are set as 

follows:  

Cln2 = logN(30,10),    with P(Cln2 < 5) ≈ 0% P(Cln2 < 68) = 99.6% (C.9.1) 

Nrm1 = logN(110,10),  with P(Nrm1 < 5) ≈ 0% P(Nrm1 > 68) ≈ 100%  (C.9.2) 

In this way, in wild type cases, there is a negligible probability to let them be activated by 

the direct binding of Swi6Swi4, if we set the model parameters in order to keep the 

percentage of class A genes activated by the direct binding of Swi6Swi4 less than 5%. 

Moreover, the probability for CLN2 to be expressed within the first half of activated class A 

genes is very close to 100% as well as very close to 100% is the probability for NRM1 to 
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be expressed within the second half of activated class A genes. 

CLB5 is supposed to be expressed within the second half of activated class B genes, with 

the following distribution for its order of activation Clb5: 

Clb5 = logN(45,5),  with  P(Clb5 > 32) = 99.9%  (C.9.3) 

This way, the probability to be expressed within the second half of activated class B genes 

is very close to 100%. 

CLN1 and CLB6 are supposed to be expressed within the first half and the second half of 

activated class C genes, respectively, with the following distributions for the orders of 

activation Cln1, Clb6: 

Cln1 = logN(5,10),  with  P(Cln1 < 2) = 46.5%  P(Cln1 < 18) = 95.0%  (C.9.4) 

Clb6 = logN(20,2),  with P(Clb6 < 5) ≈ 0%   P(Clb6 > 18) = 84.3% (C.9.5) 

Following the chosen probability distribution, CLN1 transcription has about 50% of 

probability to be expressed within the very first set of activated class C genes, and a high 

probability to be activated within the first half of class C genes. On the other hand, the 

probability for CLB6 gene to be activated in the second half of class C genes is high, 

keeping negligible the probability to be activated within the very first genes. 

 

The SBF/MBF-independent activation of CLN1 and CLN2, due to the random times ΔCln1 

and ΔCln2, occurs according to the same following distributions: 

ΔCln1 = ΔCln2 = ΔCln1,2 = logN(30,10),    with    P(ΔCln1,2 < 15) = 2.4%    P(ΔCln1 < 50) = 95.9%

  (C.9.6) 

In this way, CLN1 and CLN2 would be weakly expressed within the first 15min (a time 

smaller than the proper activation in wild type cells) with a very low probability. On the 

other hand, the probability to have at least the weak activation within the first 50min is very 

high. 

NRM1, CLB5, CLB6 weak activation, due to the random times ΔNrm1, ΔClb5, ΔClb6, occurs 

according to the following distributions: 

ΔClb5,6 = logN(60,10),    with    P(ΔClb5,6 < 40) = 0.9%    P(ΔClb5,6 < 80) = 96.6%   (C.9.7) 

ΔNrm1 = logN(60,10),    with     P(ΔNrm1 < 40) = 0.9%     P(ΔNrm1 < 80) = 96.6%    (C.9.8) 

This way, NRM1, CLB5 and CLB6 would be rarely expressed, even weakly, before 40min, 

that is a time greater than the proper activation. On the other hand, the probability to have 

at least the weak activation within the first 80min is very high. 
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Below, the equations for Cln1, Cln2 and Nrm1 follow: 

    (D.9.1) 

    (D.9.2) 

   (D.9.3) 

where k22, k24, k26 are the clearance rates and k23, k25, k27 are the production rates (these 

latter in terms of molarity min-1: hence the necessity of the nuclear volume to build the 

production rate in terms of number of molecules min-1) obeying the above mentioned rules 

for proper and weak activation, formally stated by the following equations: 

  (C.9.9) 

 (C.9.10) 

 

(C.9.11)  

Function A(t) exploited in (C.9.11) denotes a function that is equal to 1 for all the values of 

t according to which condition A is satisfied, and zero otherwise. It helps to properly take 

into account the inhibitory role of Nrm1, exerted when it exceeds the threshold ΘNrm1. 

Indeed, if Nrm1(t) > ΘNrm1, then class C genes behave like class A genes because MBF is 

inhibited by Nrm1. 

 

 

Supplementary Note 10 
 

Inhibition of Clb5,6-Cdk1 kinase activity by Sic1 
 

Biology. Clb5,6-Cdk1 (S-Cdk) activity is responsible for initiation of DNA replication 24,69. 

As reviewed in 70, as soon as Clb5,6 molecules build-up, their catalytic activity is inhibited 

by Sic1, a stoichiometric inhibitor. In order for S-Cdk activity to be expressed, the Sic1 
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inhibitor needs to be degraded. Sic1 degradation is primed by Cdk1 phosphorylation. 

Phosphorylation of at least 6 out of 9 total phospho-degrons is required 71. Recent 

experimental evidence indicates that, contrary to earlier belief, both Cln-Cdk1 and Clb-

Cdk1 activity contribute to Sic1 phosphorylation thereby generating an AND control 23 

which acts as a molecular threshold: in fact, Sic1 is degraded when the amount of Clb5,6-

Cdk1 in the cell overcomes the amount that can be bound by Sic1. Following 

phosphorylation, Sic1 dissociates from Clb5,6-Cdk1, is exported from the nucleus and 

eventually is degraded. As a result, Clb5,6-Cdk1 activity sharply builds up allowing 

coherent firing of DNA replication origins 24. The Sic1 control activity on cyclins Clb5,6 is 

exerted in Timer T2, that starts when cytoplasmic Whi5 exceeds 50% of the total amount of 

Whi5 and ends when 50% of the total amount of Sic1 has been exported from the nucleus. 

 

Reconstruction. A newborn cell does not contain any Clb5 and Clb6 at the beginning of the 

cycle, and it requires the activation of SBF/MBF before starting transcription from the 

respective encoding genes. However, free Clb5 and Clb6 are made inactive by the 

inhibitor Sic1 in the complexes Clb5Sic1 and Clb6Sic1, due to the large amount of Sic1 

present in a newborn cell 70:  

Clb5 + Sic1  Clb5Sic1  Clb6 + Sic1  Clb6Sic1  (R.10.1) 

Clb5 and Clb6 are freed from Sic1 by means of the phosphorylation of Sic1 alone and in 

the complexes Clb5Sic1, Clb6Sic1. Such phosphorylations are catalyzed by two sets of 

kinases. From one hand there are the cyclins Cln1,2,3 that work in sum according to the 

following proportion:  

   (C.10.1) 

In other words, Cln1,2-Cdk1 is taken to be the main Cln activity involved in Sic1 

degradation, Cln3-Cdk1 taking over in case of deletion of the CLN1,2 genes 71. Moreover, 

their contribute passes through a smooth Hill function (see (C.10.2) below). From the other 

hand there are cyclins Clb5,6 who work in sum as well: Clb5 + Clb6. These two sets of 

kinases work according to an AND logic: both must be present in order for phosphorylation 

of Sic1 to occur 23,72. Thus, the following phosphorylation coefficient is considered: 

 (C.10.2) 

with the suffix i = 40, 41, 42 related to the phosphorylation of Sic1 alone and in the 

complexes Clb6Sic1 and Clb5Sic1, respectively. 

Once phosphorylated, complexes Clb5Sic1-P and Clb6Sic1-P are degraded, releasing 
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active Clb5 and Clb6: 

Clb5Sic1-P  Clb5 + Sic1-P  Clb6Sic1-P  Clb6 + Sic1-P  (R.10.2) 

Finally, phosphorylated Sic1 is cleared out from the nucleus. 

In keeping with formalism used for defining the end of the T1 period, we assume that 

triggering of DNA replication takes place when the fraction of nuclear Sic1 drops below 

50%. A more detailed model of the onset of DNA replication and of its dependence from 

the availability of Clb5,6-Cdk1 has been presented 24. 

Below is the constraint referring to the fact that the total amount of Sic1 is kept constant: 

 (C.10.3) 

 

Computational representation. Below follow the dynamic equations for Clb6, Clb5, 

Clb6Sic1, Clb5Sic1, Clb6Sic1-P, Clb5Sic1-P, Sic1nuc and Sic1-P. 

 (D.10.1) 

 (D.10.2) 

  (D.10.3) 

 (D.10.4) 

  (D.10.5) 

 (D.10.6) 

  (D.10.7) 

  (D.10.8) 
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The formation of complexes Clb6Sic1 (rate constants k30, k31), Clb5Sic1 (rate constants 

k36, k37) and dissociation of complexes Clb6Sic1-P (rate constants k32, k33), Clb5Sic1-P 

(rate constants k38, k39) are modeled by standard mass-action law. Parameters k28 and k34 

refer to the clearance rate for Clb6 and Clb5, respectively, k43 is the diffusion coefficient of 

Sic1-P out of the nucleus and k29 and k35 are the production rates obeying the rules for 

proper and weak activation mentioned in Supplementary Note 9, formally stated by the 

following equations: 

(C.10.4)  

(C.10.5) 

 

 

Supplementary Note 11 
 

Extension of the model to the α-factor-induced cell cycle arrest 
 

Biology. Haploid yeast cells treated with mating pheromones synchronize their cell cycle in 

G1 and undergo morphological changes that prepare them to mating, a process that 

requires transcriptional remodeling, chemotropism and cell fusion 73. Cell cycle arrest is 

reversible, so that cells can re-enter the cycle upon pheromone removal. Cln-Cdk1-specific 

inhibition plays a major role in mating-factor-mediated G1 arrest. Notably after mating 

factor exposure, Far1 inhibitory activity towards Cln1,2 proteins increases following 

phosphorylation and further Far1 is synthesized  49,74. Two major properties presented by 

the system are hysteresis and feed-forward 20,75.  

 

Reconstruction. The α-factor signaling pathway is not explicitly represented in the 

mathematical model, but its effects on Far1 dynamics are represented by instantaneous 

modifications of the corresponding equations. More in details, the α-factor promotes Far1 

production and phosphorylation. A further approximation is that Far1 phosphorylation 

occurs by means of a faster dynamics so that, as soon as the α-factor is added, the 

amount of phosphorylated Far1 (Far1-P, namely) can be considered as a proper fraction of 
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the total Far1. Both Far1 and Far1-P keep binding to Cln3, whilst only the activated form 

Far1-P promotes Cln1 and Cln2 degradation 74. A negative feedback also occurs, since 

Cln1 and Cln2 both promote the degradation of Far1-P. As a matter of fact, when the α-

factor is added during the early G1-phase, and Cln1, Cln2 are not still accumulated, the α-

factor is able to stop the cycle and forbid the onset of the budded phase by persistently 

inhibiting Cln3 activity; on the other hand, if the α-factor is added in the late G1-phase, 

when Cln1, Cln2 have already been accumulated, the commitment to the budded phase is 

delayed but not blocked. All these assumptions are coherent with 20,75. 

 

Computational representation. Let tα be time instant when the α-factor is added. Then, for t 

≥ tα Far1 and Cln3Far1 dynamics (i.e. eqs.(D.5.2-3)) are substituted by the dynamics of 

Far1tot and Cln3Far1tot, obeying the constraints: 

Far1tot = Far1 + Far1-P   Cln3Far1tot = Cln3Far1 + Cln3Far1-P (C.11.1) 

Both dynamics are below reported (see also Fig.2A): 

 (D.11.1) 

 (D.11.2) 

where the same rate constants (k6, k7) refer to complexes Cln3Far1 and Cln3Far1-P 

formation/disaggregation; not-phosphorylated-Far1 degradation is still controlled by the 

interplay between free nuclear Cln3 and its inhibited forms given by Cln3Far1tot, whilst 

phosphorylated-Far1 degradation occurs according to a pair of possibilities: besides a 

linear clearance rate (with rate constant d2), there is a Cln1,2-dependent degradation, last 

term in (D.11.1); d0(α) is the α-factor induced Far1 production rate, whose value is 

modulated according to the α-factor concentration, see (C.11.3) below. 

Nuclear Cln3 dynamics is straightforwardly modified from eq.(D.5.1) as follows: 

 (D.11.3) 

Due to the faster dynamics of Far1 phosphorylation, Far1-P and Far1 can be modeled as 

instantaneous fractions of Far1tot: 
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 (C.11.2) 

with d1(α) the α-factor induced phosphorylation coefficient for Far1, and d3 the 

dephosphorylation coefficient. Finally, the equations of Cln1 and Cln2 dynamics 

(eqs.(D.9.3) and (D.9.1), respectively) are modified as follows, to properly account for the 

inhibitory action of Far1 (last term in both equations): 

  (D.11.4) 

  (D.11.5) 

The way the amount of administered α-factor α modifies parameters d0(α) and d1(α) (the 

ones directly related to it) has been modeled by means of a Michaelis-Menten saturating 

function: 

   (C.11.3) 

 

 

Supplementary Note 12 
 

Model parameter setting  
 

The molecular model is inherently stochastic, because of the chosen machinery adopted 

to set the activation times of CLN1, CLN2, CLB5, CLB6 and NRM1 (see Supplementary 

Note 9). As a matter of fact, given the same feasible set for all the model parameters, any 

two runs of the model would provide different outputs. Moreover, inter-cell variability has 

been considered, in order to provide simulations of populations of cells. To this end, any 

single cell model parameters are supposed to be sampled from independent log-normal 

distributions, whose average values and coefficients of variation have been manually 

curated in order to replicate the many experiments the model is able to account for. 

 

Initial conditions for a newborn cell are set according to the Supplementary Table 1. The 

initial conditions for the growth model are given in terms of feasible ranges for proteins and 

ribosomes, including the case of very small cells (with P(0) = 1.0e10aa). Initial Cln3 is 

supposed to be all in the ER, therefore, according to (C.4.1): 

Cln3ER(0) = Cln3tot(0) = k0*P(0)    (C.12.1) 
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Far1, Swi6, Swi4 and Mbp1 are supposed to be given to newborn cells free of any binding, 

as well as Whi5 and Sic1 which are also supposed to have no phosphorylations. 

 

All but the growth initial conditions (i.e. P(0) and R(0)) are given to model a newborn cell 

with no uncertainties. On the other hand, different variabilities in the initial protein and 

ribosome content can be exploited to replicate different experimental frameworks. 

 

 

Supplementary Note 13 
 

In silico experimental procedures 
 

The proposed model has been exploited to replicate a wide range of experiments involving 

single cells and populations of cells. As for the single cells simulations, the model 

parameters have to be thought as fixed to the average values provided by the 

Supplementary Tables 1-7. The growth parameters, whose average values are not 

univocally given by the Supplementary Table 2, are shown in Supplementary Table 9 with 

reference to their corresponding figures in the main text. Notice that, according to 

Supplementary Tables 2 and 9, the exponential growth condition (C.2.3) is satisfied, 

providing an exponential growth rate equal to 0.0071min-1. 

In case of simulations of populations of cells, any cell of the population is supposed to be 

given a set of model parameter values as sampled from independent log-normal 

distributions with average values taken from Supplementary Tables 2-7. As far as the 

coefficient of variations (CV) (unless explicitly specified in the Tables, as for the activation 

orders and the weak activation times in Supplementary Table 5), all but parameter k3M are 

supposed to share the same CV, which may range between 5% and 40%. On the contrary, 

k3M is sampled from a log-normal distribution with a large variance (CV = 100%), since a 

very high cell-to-cell variability has been supposed for Cln3 translocation into the 

cytoplasm (Supplementary Note 4). Also the initial growth conditions vary (both in average 

value and in CV) according to different population frameworks.  

As far as mutant cases, the following experimental procedures have been taken into 

account: 

- different functional/decoy phosphorylation schemes: there no modification in the 

general setting of the model parameters 
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- cln3Δ: parameter k0 in (C.4.1) is set equal to zero in order to obtain complete 

absence of the cyclin 

- cln2Δ: parameters k23H and k23L in (C.9.9) are set equal to zero in order to obtain 

complete absence of the cyclin 

- whi5Δ: the total amount of Whi5 in (C.7.18) is set equal to zero in order to obtain 

complete absence of the inhibitor 

- OCln3 (e.g. 6xCln3): the average value of parameter k0 in (C.4.1) is increased (e.g. 

6-fold the nominal value) in order to show overexpression 

- OCln2 (e.g. 6xCln2): the average value of parameters k23H and k23L in (C.9.9) are 

increased (e.g. 6-fold the nominal value) in order to show overexpression 

- extra-SBF: the extra SBF binding sites are modeled by increasing the number of 

SBF-affine genes (NA = 166 instead of 136, NC = 44 instead of 36). As a matter of 

fact also the average values of the activation order of the SBF-affine genes have 

been modified as follows: <Cln1> = 9, <Cln2> = 45, <Nrm1> = 125, <Clb5> = 24 

- ydj1Δ: besides the setting of parameter k1 = 0, in order to prevent the chaperon-

dependent diffusion, we have supposed that this mutant provides a population 

clustered in two classes, one growing at a much smaller growth rate than the other. 

Such a fact is modeled by properly varying the growth parameters K2 and ρ. By 

denoting the slow grow population with ydj1Δ-a and the other with ydj1Δ-b, the 

corresponding growth rates coming from (C.1.4) are 0.0031min-1 and 0.0063min-1, 

respectively. Moreover, both the clusters of cells increase the average value of the 

weak activation time of Cln1 and Cln2, setting it equal to 150min (with standard 

deviation of 50min for ydj1Δ-a) and equal to 60min (with standard deviation of 

20min for ydj1Δ-b). See Supplementary Note 17 for more motivation and more 

details. 

Supplementary Table 10 summarizes on the population parameters, and refers to the main 

text figures. Among them, Fig.3A is made of a pair of distinct populations. One population 

is made of average (m) cells, the other is made of extra-small (xs) cells.  
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Supplementary Note 14 
 

Growth rate standardized duration of the G1-phase (λTG1) 
 

The growth-rate-standardized duration of the G1 phase is defined as the product of the 

exponential growth rate λ times the length of the G1 phase: λTG1. As in 19, it can be 

computed for any cell by suitably exploiting the relationship between initial and critical size, 

P(0) and Ps, respectively: 

Ps = P(0)*exp(λTG1)   λTG1 = ln(Ps) – ln(P(0))  (C.14.1) 

Fig. 3A reports a set of experimental findings taken from 19 (in the x-axis the size is 

normalized to the average size at budding of the population) of this relation which presents 

a large noise and shows a tendency of larger newborn cells to have a shorter λTG1 value. 

Similarly to the experimental setting of 19, simulated cells are sampled from two distinct 

populations, one referring to average size initial conditions, the other referring to 

extrasmall size initial conditions. Details can be found in Supplementary Table 10. As 

reported in Fig. 3A the simulated values (red) closely superimpose with experimental 

findings (blue). 

 

 

Supplementary Note 15 
 

λTG1-vs-P(0) as an input-output relationship provided by the model 
 

The use of the proposed model of the G1/S transition allows to compute Ps as a function of 

P(0), thus exploiting (C.14.1) as a numerical input-output relationship between initial 

protein content and λTG1. Even though it is not possible to determine an analytical solution 

of (C.14.1), it becomes of interest to determine from a statistical analysis of its simulated 

findings the best fitting mathematical relation between P(0) and λTG1. In order to do so, 

simulations were performed for populations of 50 cells for any given initial protein content, 

which varied from 1.0e10 aa to 3.2e10 aa, with incremental steps of 0.1e10 aa. The initial 

ribosome content was fixed to ρP(0). For each initial condition the 50 simulations have 

been run by sampling the model parameters according to the average values and the CVs 

provided in Supplementary Table 10. Fig. 3B reports in grey the 75% quantile region of the 

simulated findings, while the red line indicates the resulting average λTG1 value. A second 

set of simulations was run considering the standard average cells (i.e. cells with fixed 
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average parameters) differing only for their initial protein content, which, as in the previous 

case, assumed values in [1.0e10, 3.2e10] aa with incremental steps of 0.1e10aa. The 

standard value curve so obtained is plotted in Fig. 3B as a blue line, and is exploited as a 

model to determine the input-output relationship in terms of the best hyperbola fitting. 

Indeed, by setting  

 λTG1 = a/(P(0)-b)      (C.15.1) 

the minimum square error provides a = 3.4.e9 aa and b = 4.1e9 aa. The goodness of fit is 

shown in Fig. 3E. In this way, the analytically relationship (C.15.1) can be adopted to 

approximately compute λTG1 for any given value of initial cell size P(0) without running any 

simulations. 

 

 

Supplementary Note 16 
 

Analysis of λTG1 variability 

 

Data reported in Table 1, present the decomposition of G1 variability (first column) in terms 

of deterministic size control (second column) and a residual attributable to molecular noise 

(third column). The assumption is that the growth-rate-standardized time in G1, λTG1, can 

be decomposed in the sum of a suitable deterministic function of the initial protein content, 

name it h(P(0)), plus a random variable η. The chosen function for h(P(0)) is the hyperbola 

described in Fig. 3E, encouraged by the good fitting results with the standard value curve. 

Therefore, the molecular noise is given by: 

η = λTG1 – h(P(0))     (C.16.1) 

The table is computed for different cell populations. The WT case refers to subset of 90 

cells sampled from the average size initial conditions in Fig. 3A. The other cases refer to 

cell populations built according to the same meta-parameters, obtained by running 

overexpressions of cyclins Cln2 and Cln3. The size dependent/independent variability 

(columns 2 and 3, respectively) is reported in terms of the coefficients of variation of the 

components; the overall variability (column 1) is the square root of the sum of the squares 

of the two noise components. Simulated data are compared to experimental data coming 

from 19. Numbers in parenthesis refer to the percentage of the overall variability in terms of 

size-dependent or size-independent terms. 
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As a final remark, we focus our attention on the TG1 as given by the sum of T1 and T2, 

being the variability largely found in T1 19. Indeed, simulations carried out by the proposed 

mathematical model of the G1/S transition support such a statement. To this end, we will 

generalize λTG1 to the growth-rate-standardized duration of the T2 period, λT2, which, 

analogously to λTG1, is achieved by means of size measurements at the end of Timer T1, 

P1, and at the onset of the critical size, Ps: 

Ps = P1*exp(λT2)   λT2 = ln(Ps) – ln(P1)   (C.16.2) 

Fig. 3F reports λT2 as a function (computed by simulations) of cyclin Cln2 production rate, 

showing a very low correlation of λT2 to the CLN2 dosage. The blue line refers to single 

cell simulations of 18 average cells (i.e. cells with fixed average parameters) differing only 

for cyclin Cln2 production rate (parameter k23H) with values in the range [1.0e15, 9.5e15] 

mo-1 L min-1 with an incremental step 0.5e15 mo-1 L min-1. For each of these conditions, 

populations of 20 cells have been simulated, simulations have been run by sampling the 

model parameters according to the average values and the CVs provided in 

Supplementary Table 10. The red line refers to the average value for the product λTG1. 

The grey region is the 75% quantile region. 

 

 

Supplementary Note 17 
 

Linear growth rate (α) and critical volume (Vs) 
 

In this Section we focus our attention on the plots obtained in Fig.4 of 19, where clouds of 

scattered points are reported in a ‘Vs-versus-α’ plot. Each point refers to a single cell 

evolution during the G1/S transition, with ‘Vs’ denoting the critical volume measured at the 

end of Timer T1 and ‘α’ denoting the linear growth rate, computed as the average increase 

rate in volume during the T1 period: 

 

α = (Vs – Vi) / T1     (C.17.1) 

 

 ‘Vi’ stands for the volume at birth. Similar plots can be drawn according to a population of 

simulated cells.  

In case of models providing cells in exponential growth a grid can be considered, whose 

curves refer to cells growing at fixed T1 length and fixed Vi volumes. To this end, we write 
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both Vs and α as functions of the pair (T1,Vi). As far as Vs, the required relationship readily 

comes from the exponential growth hypothesis. Indeed, by denoting with λ the exponential 

growth, it is: 

 

Vs = Vi * exp(λT1)     (C.17.2) 

 

By substituting eq.(C.17.2) in eq.(C.17.1), the second required relationship comes: 

 

α = Vi (exp(λT1) – 1) / T1        (C.17.3) 

 

For a given growth rate λ, by fixing T1, eqs.(C.17.2-3) draw the curves at fixed T1 length, 

whilst by fixing Vi, eqs.(C.17.2-3) draw the curves at fixed initial volume Vi. Supplementary 

Fig. 10A reports these two classes of curves for the case of λ = 0.0063min-1. That means, 

according to the exponential growth rate condition (C.2.4): K2 = 500 aa rib-1 min-1, ρ = 

1.32e-5 rib aa-1, D2 = 3000 min, in terms of the growth model parameters. The black lines 

refer to the curves at fixed Timer T1 length, drawn for Vi greater than 1 μm3: the black 

numbers over the lines refer to T1 in minutes. The red lines refer to the curves at fixed 

initial volume Vi, drawn for T1 greater than 1min: the red numbers over the lines refer to Vi 

in μm3. 

These grids allow to visually capture the T1 length and the initial volume Vi for a point (i.e. 

a cell) in the ‘Vs-versus-α’ plot. For instance, consider the set of WT cells reported in the 

panels of Fig.4 in 19. According to Table S6 in Suppl. Material of the same reference 19, it 

comes that these WT cells share an average critical volume of 36.1 μm3, an average initial 

volume of 24.8 μm3 and an average T1 length of 59.6 min. By assuming that these cells 

are in exponential growth, an estimate of the average λ is given by inverting eq.(C.17.2) by 

means of the aforementioned average values, thus providing λ = 0.0063 min-1. For the sake 

of simplification, all these cells are drawn in Supplementary Fig. 10B on the same grid of 

Supplementary Fig. 10A (to be precise, each cell is supposed to follow an exponential 

growth slightly different than any other, according to cell-cell variability, thus each cell 

should refer to its own exponential growth, according to which a proper grid should be 

drawn). By visual inspection of Supplementary Fig. 10B it readily comes that quite all these 

WT cells have a T1 length smaller than 150 min, and the few ones exceeding this value 

share a very small initial volume, within 5 and 10 μm3. 

 

Besides the help in interpreting data by visual inspection, the grid allows also to design wet 

or in silico experiments. For instance, let us consider the experiment of ydj1Δ in Fig.4e of 
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19. By assuming that also this experiment involves exponential growth, the average data of 

Table S6 in Suppl. Material of 19 tell us that the estimated λ is 0.0031 min-1. That means, in 

terms of the growth model parameters: K2 = 330 aa rib-1 min-1, ρ = 1.0e-5 rib aa-1, D2 = 

3000 min. If we draw these points on a grid with λ = 0.0031 min-1 we obtain the picture in 

Supplementary Fig. 10C. Within the approximation that all cells share the same 

exponential growth (i.e. they share the same grid) it seems that only a subset of the points 

is appropriate to the grid, the rest apparently requiring a negative T1 length to be 

consistent. This fact could be explained by assuming to cluster the cells into two sets: one 

set that reacts to the chaperon deletion by lowering its exponential growth (the points 

within the grid in Supplementary Fig. 10C, over the line at T1 = 1 min); the other one that 

does not substantially modifies the exponential growth (the points outside the grid, below 

the line at T1 = 1 min). Indeed, if we draw the experimental points of ydj1Δ from 19 on the 

same grid of λ is 0.0063 min-1, Supplementary Fig. 10D, they are all included within 

reasonable values of T1. 

 

This clustering may suggest the road to set up two distinct in silico experiments to replicate 

this heterogeneous set of data. Let us focus our attention on the first cluster of points, the 

ones that fit the grid at λ = 0.0031 min-1, thus suggesting a lowering of the growth rate. A 

fact that appears from the grid in Supplementary Fig. 10C is that these cells share a high 

average T1 length, with a very wide variation, spanning from tens to hundreds of minutes. 

To replicate such a fact it has been assumed to increase (w.r.t. the WT case) the average 

value of the random times of activation of cyclins Cln1,2 (now strongly involved in the G1/S 

transition because of Cln3 leaky transport into the nucleus without the chaperone). The 

great variability of the points in the grid is replicated by means of a great variability of such 

random activation times. In summary, the random times of activation of cyclins Cln1,2 

change into a lognormal distribution with average value of 150 min and standard deviation 

of 50 min (instead of a lognormal distribution with average value of 30 min and standard 

deviation of 10 min, see Supplementary Table 5). Supplementary Fig. 10E shows this first 

cluster of simulated cells (blue dots) together with the ones from 19. 

The second cluster of cells has been simulated according to a different setting of the 

exponential growth, equal to the WT case, so that they could be drawn on the grid of 

Supplementary Fig. 10A. As a matter of fact, this second cluster of points shares a T1 

length within 50 and 250 min, with an initial volume Vi within 10 and 35 μm3, that means, 

an initial protein content within 0.7e10 and 2.5e10 aa. In order to simulate cells that could 
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be compared with a good fit with these ones related to the second cluster, we chose an 

average initial protein content of 1.6e10 aa (with a CV = 18%) and fix the average random 

times of activation of Cln1,2 at 60 min, with a standard deviation of 20 min. Simulated cells 

are reported on Supplementary Fig. 10F (blue), compared to the experimental cells from 

19, in green. As it clearly appears, simulated data very good match with the second cluster. 

Figs. 4E-F compare the experimental vs simulated cells of ydj1Δ, keeping the same 

proportion between the two cluster (the first cluster is about 3-fold bigger than the second). 

The clusters are highlighted by ovals. 

 

 

Supplementary Note 18 
 

α-vs-Vs as an input-output relationship provided by the model 
 

The apparent linear correlation, experimentally observed between the critical volume (Vs) 

and the linear growth rate (α), presented in 62 as a proof that the growth rate sets the 

critical cell size, is obtained also by means of simulations of our model of the G1/S 

transition (see WT simulations in Fig. 4B), that considers the critical cell size as the 

emergent property of the network presented in Fig. 1A, for which increase in mass of each 

cell follows an exponential growth. 

In the following it will be shown how to analytically derive from our model such an ‘almost’ 

linear relationship between Vs and α. To this end we consider cells with fixed average 

parameters (Supplementary Tables 2-7) differing only for their initial protein content P(0), 

with values in the 1.0e10aa to 3.2e10aa range, with incremental steps of 0.1e10 aa. The 

initial ribosome content is fixed to ρP(0). This set of cells is the same used to compute the 

blue line in Fig. 3B. Differently from Fig. 3B, however, in the present case we are 

interested in volumes (instead of protein content) and in Timer T1 length (instead of phase 

G1). The black line in Fig. 4E reports the α-vs-Vs relationship, numerically computed by our 

simulation data.  

The α-vs-Vs relationship can be inferred from our model starting from the search for the 

best hyperbola fitting the λT1-vs-Vi curve, where λT1 is the growth-rate-standardized 

duration of Timer T1, defined by: 

λT1 = log(P1) – log(P(0))    (C.18.1) 
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with P1 the cell size at the end of T1. This best fitting computation is similar to the one 

carried out in Supplementary Note 15 for the best hyperbola fitting the λTG1-vs-P(0) curve. 

After computation, we obtain: 

 

λT1 = a'/(Vi – b')  with a' = 3.213μm3, b' = 7.815 μm3  (C.18.2) 

 

Since cell volume is proportional to cell size in our model, eq.(C.18.1) can be also written 

by explicitly involving volumes, so that: 

λT1 = log(Vs) – log(Vi)  that means  Vs = Vi*exp(λT1)  (C.18.3) 

Thus, by substituting (C.18.2) in the second equation of (C.18.3) we can write the initial 

volume Vi as an invertible function of Vs: Vi = f1(Vs). Unfortunately there is not an analytical 

formulation for f1(Vs). Analogously we can derive from (C.18.2) the length of T1 as a 

function of Vs: 

T1 = a'/(λ*(Vi - b')) = a'/(λ*(f1(Vs) - b')) = f2(Vs)   (C.18.4) 

Finally, by substituting Vi = f1(Vs) and T1 = f2(Vs) into the definition of the linear rate of 

growth (C.17.1) we obtain the Vs versus α relationship drawn in Fig. 4E (red line), which 

very god fits with the numerical data. 

 

 

Supplementary Note 19 
 

Sensitivity analysis 
 

Intrinsic consistency and robustness of a model needs to be ascertained against variations 

in parameter values. Tested parameters were grouped in four sets: Cln3 production and 

nuclear import (parameters in Supplementary Table 3); G1/S regulon activation 

(parameters in Supplementary Table 4 except for Swi6tot, Swi4tot, Mbp1tot, Whi5tot); Cln/Clb 

function (parameters in Supplementary Table 6); Sic1 function (parameters in 

Supplementary Table 7 except for Sic1tot). Taking the standard value as 1, each parameter 

was either increased (up to 81 fold the standard value, step 3) or decreased (down to 1/81 

fold the standard value, step 1/3). The impact of each of these changes in parameter 

values was tested on four significative outputs: N, the Hill coefficient of the Hill function 

that best fits the G1/S regulon activation curve, the length of the T1 and T2 period and the 

critical size Ps. Coefficient N will be referred to in the sequel as the coherence of the 
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activation. The sensitivity analysis was done by varying each parameter individually, 

associating it to the run of a single cell deterministic simulation, with the proper order of 

activation and the weak activation times fixed to their average values in Supplementary 

Table 5. 

Supplementary Figs. 12-15 report the results according to the different sets of input and 

output. The outputs have been normalized with respect to cell values obtained using the 

standard parameter set. The scale is logarithmic to better appreciate the positive/negative 

variation of the outputs. The range of the outputs has been fixed for quite all the panel 

from 0.1-fold to 20-fold the average cell value, except for one panel in Supplementary Fig. 

14 that required a wider range from 0.01-fold to 20-fold. When a point corresponding to a 

large parameter variation is missing, it means that the output cannot be calculated. This 

may happen because, for instance, time periods T1 or T2 never end (because nuclear 

Whi5 or nuclear Sic1 never exit the nucleus), or because Timer T2 ends before Timer T1. 

We refer to these cases as unfeasible. 

 

 

Supplementary Note 20 
 

Sensitivity analysis for the coherence of activation (Supplementary 

Figure 12) 
 

Cln3 production and nuclear import. Within this group of parameters, the most significant 

increase in N was obtained by lowering k2, i.e. the Cln3 diffusion coefficient from 

cytoplasm into ER or increasing k9, i.e. the Cln3 diffusion coefficient from nucleus into 

cytoplasm. A minor increase in coherence (about 20%) was obtained by lowering the rate 

constant for Cln3-Ydj1 diffusion from the cytoplasm into the nucleus when cytoplasmic 

Cln3-Ydj1 is low (k4L). It should be noted that at the beginning of the cycle, wild type 

cycling cells have an initial amount of Cln3ER high enough to exceed such a threshold. 

Therefore such a process plays an effective role especially in extra-small or starved cells. 

Similar results are obtained by lowering the rate constant for dissociation of the nuclear 

Cln3-Ydj1 complex (k5), or increasing k3, i.e., the rate constant that drives Cln3 back to the 

cytoplasm).  

 

G1/S regulon activation. A more than 9-fold increase/decrease in several parameters in 

this group resulted in unfeasible cells. These parameters include Θ20, k19, k20 and k21. In 
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the feasible cases, the parameters whose alteration increased significantly the value of N 

are Θ20 and n20, while the strongest decrease was obtained by increasing k20. These 

parameters are related to Swi6 and Whi5 phosphorylation rate effected by the Cln-Cdk1 

complexes. Reductions of coherence N (of a smaller entity, about 30-40%) occur when the 

formation of complex Swi6Swi4Whi5 is weakened (e.g. by suitably varying the on/off 

coefficient of reaction (R.7.3), parameters k13, k14) in favor of a larger amount of Swi6Swi4, 

or when the binding of Swi6Swi4 is enhanced (parameter k18). In both cases the control 

role played by Whi5 is reduced, since the binding of the transcription factor free of its 

inhibitor will be favored, thus allowing a direct activation without the chain of 

phosphorylations required to get rid of Whi5. The result is a shorter T1 length with a 

smaller role of the positive feedback of Cln1 + Cln2. Finally a reduction of the Hill 

coefficient (about 20-40%) occurs also when the formation of complex Swi6Mbp1 is 

weakened (on/off coefficients of reaction (R.7.2), parameters k15, k16), as well as when the 

binding coefficient of Swi6Mbp1 is reduced (parameter k17). In all cases, however, there is 

no reduction of Timer T1. Indeed, from one hand, a smaller presence of Swi6Mbp1 

enhances the role of Whi5 in class C genes, allowing to increase the synchronization due 

to the phosphorylation mechanism; on the other hand a smaller presence of Swi6Mbp1 

delays the activation of class B genes, thus preventing an appreciable increase in Timer T1 

length (see also Supplementary Fig. 13). 

 

Cln/Clb function. Increasing parameter k35H more than 27-fold made cells unfeasible. Only 

a strong increase (at least 27x) in k23H (the proper production rate of Cln2) and k27H (the 

proper production rate of Cln1) significantly increased (about 2-fold) the value of N. 

Alteration in other parameters had no effect. 

 

Sic1 function. None of the parameters in this group had any effect on N.  

 

 

Supplementary Note 21 
 

Sensitivity analysis for the length of Timer T1 (Supplementary Figure 13) 
 

Overall, results obtained for the time interval T1 were similar to those obtained for N  
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Cln3 production and nuclear import. Within this group of parameters, the most significant 

increase in T1 was obtained by lowering k2, i.e. the Cln3 diffusion coefficient from 

cytoplasm into ER or increasing k9, i.e. the Cln3 diffusion coefficient from nucleus into 

cytoplasm. Alterations in all other parameters had either a minor or no effect.  

 

G1/S regulon activation. A large increase/decrease in several parameters in this group 

provided unfeasible cases. These parameters include Θ20, k19, k20 and k21. In the feasible 

cases, the length of Timer T1 increased maximally by increasing parameters Θ20, n20, and 

decreasing parameter k20 (parameters related to Swi6 and Whi5 phosphorylation, effected 

by the Cln-Cdk1 complexes). The opposite effect occurs when decreasing Θ20, n20, and 

increasing k20. 

 

Cln/Clb function. Increasing parameter k35H more than 27-fold provided unfeasible cases. 

Only the SBF/MBF-mediated production rate of Cln1 (parameter k27H) had about 20% 

effect of variation on T1 length. 

 

Sic1 function. None of the parameters in this group had any effect on T1.  

 

 

Supplementary Note 22 
 

Sensitivity analysis for the length of Timer T2 (Supplementary Figure 14) 
 

Cln3 production and nuclear import. A sizable, but modest (about 20% max) effect on the 

length of T2 was observed for the Cln3 diffusion coefficient from cytoplasm into ER (k2) and 

the rate constant for Cln3 exit from the nucleus into the cytoplasm (k9), alteration of other 

parameters in this group having little or no effect. 

 

G1/S regulon activation. A more than 9 fold increase/decrease in several parameters in 

this group provided unfeasible cases as described above. These parameters include Θ20, 

k19, k20 and k21. This latter, controlling the diffusion of nuclear phosphorylated Whi5 into 

the cytoplasm, showed the most dramatic effect in simulated cells able to complete the 

G1/S transition. Finally, a more than 9-fold variation (increase in k16 and decrease in k15, 

k17), caused the T2 period to almost double in length. 
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Cln/Clb function. In this group, the largest effect on the length of T2 are caused by 

parameters involved in the proper production rate of Clb5 and Clb6 (k35H and k29H, 

respectively), in the proper production rate of Nrm1 (k25H), and in its ability to inhibit MBF 

(ΘNrm1). Increasing parameter k35H more than 27-fold provided unfeasible cases. 

 

Sic1 function. In this group decreasing the rate constant for the exit of phosphorylated Sic1 

from the nucleus (k43) had the strongest effect on T2 length (more than 10-fold). Other 

parameters with a sizable effect include k31, k36, k37, k41 and k42. 

 

 

Supplementary Note 23 
 

Sensitivity analysis for the critical size PS (Supplementary Figure 15) 
 

Cln3 production and nuclear import. Two parameters in this group significantly affected the 

critical size Ps: Cln3 diffusion rate from cytoplasm into the ER (parameter k2) and Cln3 

diffusion rate from the nucleus into the cytoplasm (parameter k9). 

 

G1/S regulon activation. A greater than 9-fold increase/decrease in several parameters in 

this group provided unfeasible cases as described above. These parameters include Θ20, 

k19, k20 and k21. Within the feasible cases the most dramatic effects on the variation of the 

critical size were caused by k20, Θ20 and n20. 

 

Cln/Clb function. Ps is robust to alterations in parameters affecting synthesis and 

functionality of Clns and Clbs, except that a 81-fold increase in k35H (the proper production 

rate of Clb5), provided unfeasible cases. 

 

Sic1 function. A strong reduction in nuclear export of phosphorylated Sic1 (k43) caused 

about a 2-fold increase in Ps.  

 

Notice that variations in Ps, though correlated to variations in Timer T1, are reduced in 

magnitude, reflecting the fact that the critical size Ps can be roughly represented as an 

exponential function of Timer T1. Indeed, from (C.14.1): 

Ps = P(0)*exp(λ(T1 + T2))    (C.23.1) 
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If we denote with T1
δ, Ps

δ the T1 length and Ps modification according to a given parameter 

variation, and assume to have no significant variation in T2, then the relative variation in Ps 

(r = Ps
δ/Ps) can be written in terms of the relative T1 length variation (q = T1

δ/T1): 

r = Ps
δ/Ps = P(0)*exp(λ(T1

δ + T2))/Ps = exp(λ(q-1)T1)  (C.23.2) 

Thus, in case of λ = 7.1e-3 min-1 and T1 = 21 min, a strong relative variation in T1 - like q = 

10, or q = 0.1 - results in a smaller corresponding variation r for Ps (3.8 and 0.9, 

respectively). 

 

 

Supplementary Note 24 
 

Model complexity and simulation times 

 

From a numerical viewpoint any single cell evolution related to our model requires the 

integration of a set of ordinary differential equations, describing synthesis, degradation, 

activity and sub-cellular localization of proteins and protein complexes, as well as the time 

evolution of the probabilities related to the DNA-bound transcriptional activators. On top of 

that, we provide actually a family of model, each element being identified by a suitable 

choice of Functional versus Decoy phosphorylation site configuration. Each Fu/De 

configuration shares the same number molecular players (13 different proteins, combining 

to form an overall number of 20 protein complexes, this number not accounting for the 

diversity provided by phosphorylations) and the same number of model parameters, 81. 

Instead, the dynamical state variables of the Ordinary Differential Equation systems 

associated to the model vary according to different Fu/De configurations. For instance, the 

4/8 wild type case involves 264 ODEs, with most of the equations (237 out of 264) 

involved by the probability equations. Different kind of dynamics are involved and, as a 

consequence, different time scale are represented, thus providing a stiff ODE, whose 

numerical integration may be nontrivial. 

For the ease of the reader, we have performed a statistical analysis of the computational 

costs related to a single cell simulation, see Supplementary Fig. 19. Panel A reports the 

distribution of the simulation times for 1000 wild type cells whose model parameters and 

initial conditions were randomly sampled from lognormal distributions with CV = 12%. 

Panel A shows that, except for very few outliers, most of the cells require less than 20 

minutes (panel C shows that 992 cells out of 1000 require less than 10 minutes). In any 
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case, also accounting for the outliers, we have an average computational cost of 3.8 

minutes per cell, meaning a time of about 18 hours for a population of 1000 cells. Of 

course these computations are strongly related to the kind of simulator (MatLab stiff ODE 

integrator, ode15s.m) and on the kind of machine the computations are run on. In any 

case, it is of worth noticing that the simulation length is not correlated to the G1-phase 

length of the cell, as it appears from panels B and D.  
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