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Supplementary note 1: Methods - Software architecture

1.1 Overview

Cytomine is designed to enable multidisciplinary and distributed collaboration (as illustrated in
Article Figure S1). In this Section we describe briefly the internals of the four main modules of our
software illustrated by Figure 1.1: Cytomine-Core, Cytomine-IMS, Cytomine-WebUI, and
Cytomine-DataMining. Our software follows the representational state transfer (REST) architecture
and it is based on abstract communication interfaces so that main components (and users) can be at
different physical locations (they are referenced by uniform resource locator (URL)).
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Figure 1.1: Cytomine global architecture with Cytomine-Core, Cytomine-IMS, Cytomine-WebUI,
and Cytomine-DataMining

The Cytomine core server (Cytomine-Core) (https:/github.com/cytomine/Cytomine-core) 1is a

web application backend written in Groovy/Java with the Grails framework. It seamlessly integrates
several libraries (see Section 2.2). It is based on model-view-controller (MVC) design patterns.
While most of the data are actually stored in spatial SQL and NoSQL engines (See Supplementary
note 2 for a description of the data model), the application provides RESTful web services to
manage all these data (it is documented here http:/demo.cytomine.be/restApiDoc/?
doc_url=http://demo.cytomine.be/restApiDoc/api#) and relies mostly on the Hibernate framework
for object-relational mapping. NoSQL engines were choosen to log effectively user activities in
settings with thousands of users (see Supplementary Note 5.1 about our teaching server instance).
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Image operations (image upload and extraction of image areas and annotation masks) are performed
through the Cytomine Image Management System (Cytomine-IMS)
(https://github.com/cytomine/Cytomine-IMS). Like Cytomine-Core, it is a MVC web backend
application written in a collection of languages and frameworks. By combining lightweight image
servers (namely IIPImage) and libraries (namely VIPS and OpenSlide), it currently supports
standard 2D image formats (Pyramidal or non-pyramidal TIFF/BigTiff, jpeg, png, gif) and major
2D whole-slide scanner image formats (including Hamamatsu Ndpi, Aperio svs, 3DHistech mrxs,
Leica SCN, Philips Tiff, Ventana Bif, Huron Tiff, Zeiss CZI once converted to Tiff). Pyramidal
TIFF and whole-slide scanner image formats do not require to store many independant tiles on disk.
They are designed to enable fast random access to small image areas from the whole image file
(without loading the whole image into memory). Using domain sharding, we enable parallelization
of image tile delivery by running multiple instances of Cytomine-IMS and by associating (in our
data model) a single image to multiple image servers URLs. Cytomine-Core then redirects
seamlessly and randomly each image tile HTTP request to one of these Cytomine-IMS, distributed,
server. This trick overcomes the limitation of simultaneous connections to a single host in web
browsers, resulting in a faster user experience.

Our system also supports many microscopy 5D image sequences (x,y,channel,slice,timeframe)
formats through seamless conversion to 2D OME-TIFF image sequences during uploading phase.
Extension to novel image formats or optimizations could be implemented either as extension of
current image server instances (through extension of currently used libraries, namely VIPS,
Openslide and BioFormats) or by developing connectors to other image servers e.g. for 3D images
using [8] or molecular MALDI imaging using [9].

The Cytomine wuser interface (Cytomine-WebUI) (https://github.com/cytomine/Cytomine-
core/tree/master/web-app) is an MVC web client application written in Javascript, HTMLS5 and
CSS3 which runs on regular web browsers (Google Chrome, Mozilla Firefox, Apple Safari) without
the need to install plugins. It uses HTTP digest access authentication and emits HTTP requests to
Cytomine-Core and Cytomine-IMS to display data dynamically into web pages or to update data
persistently into the database. Cytomine-IRIS (https:/github.com/cytomine/Cytomine-IRIS) is a
derived web client for inter-observer studies and it follows the same design principles. It illustrates
the possibility to extend our software for specific purposes. To ease the development of other
extensions, we provide a simple web application template to start with:

https://github.com/cytomine/Cytomine-sample-webapp).

The analysis modules (Cytomine-DataMining) are relying on Java and Python reusable clients
(https://github.com/cytomine/Cytomine-java-client and https://github.com/cytomine/Cytomine-
python-client) to extract/import data from Cytomine-Core and Cytomine-IMS. These clients
provide an easy way to get/update Cytomine-Core/IMS data using an external application/script
through abstract HTTP calls, JSON messages, and HTTP status codes. Simple examples are

provided to manipulate data (Java: https://github.com/cytomine/Cytomine-java-

client/tree/master/src/main/java/be/cytomine/client/sample and Python:
https://github.com/cytomine/Cytomine-python-client/tree/master/client/examples). Developing

clients in other languages is possible provided these implement basic HTTP operations.

In terms of currently integrated algorithms, we first integrate an unsupervised image recognition
library (https://github.com/loic911/CBIRetrieval) that is a multi-threaded implementation in Java of
our unsupervised content-based image retrieval algorithm [10]. The retrieval server is directly
called by Cytomine-WebUI once a user selects or draws an annotation.

The supervised image recognition modules are multi-threaded implementations for image
classification, semantic segmentation, and landmark (interest point) detection [11]. These modules
are implemented in Python and rely on its stack of numerical and machine learning libraries
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(numpy, scikit-learn). Algorithms and examples of how to run them are provided
(https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-applications). As
other modules, they communicate with Cytomine-Core and Cytomine-IMS through HTTP requests.
These modules can be launched through command-lines on remote servers, or executed manually
from the Cytomine-WebUI. We use a message broker (RabbitMQ) implementing AMQP (Advanced
Message Queuing Protocol) to invoke Cytomine-DataMining modules from Cytomine-WebUI and
Cytomine-Core.

Although Cytomine is a complex software with tens of thousands of code lines and integrating
many libraries, we use software containerization techniques (with Docker) to fully automate its
deployment on regular desktops or servers. Scripts for installation and update of a Cytomine

instance are provided: https://github.com/cytomine/Cytomine-bootstrap
Full installation procedure is described here: http://doc.cytomine.be/x/goCj

1.2 List of libraries integrated into Cytomine

We integrated several open-source libraries to build the Cytomine software. Figure 1.2 summarizes
major integrated libraries. A full, continuously updated list is available on:
http://doc.cytomine.be/x/AYGS
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Figure 1.2: Main libraries integrated into Cytomine.
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Supplementary note 2: Methods - Core data model

2.1 Data model overview

In this section we describe briefly the main relational data entities of the data model of Cytomine-
Core using simplified entity relationship diagrams. More details are available on

http://doc.cytomine.be/x/ZYCS

An overview of main data entities is given by Figure 2.1. The central Cytomine data object is the
Project that contains User(s), an Ontology, Image(s), Annotation(s) within images, Software, and
Properties that can attached to Projects, Images, and Annotations. Each resource is identified by a
unique identifier (encoded in 64 bits). In addition, user activity data (such as user position and last
connection) are stored in a non-relational database. Properties/Description/AttachedFile/Metadata
can be associated to Projects, Images, and Annotations. Properties are key-value pairs, descriptions
are rich text descriptions (in HTML), AttachedFile are any supplementary file (e.g. PDF), and
Metadata.

Abstractlmages (Figure 2.2) are 2D images uploaded to a storage server and can be accessed
through an ImageServer. Imagelnstances are abstract images associated to a project. Imagelnstances
can be linked into ImageSequences (each image in an ImageSequence is then identified as a 3-tuple
for additional dimensions: c¢ for channels, z for slice, t for time) and associated with a project as
ImageGroups (Figure 2.3).

Both human users and software need to authenticate and have access rights to given project(s)
through authentication (Figure 2.4). A user is also associated with one or multiple user groups
(superadmin, admin, user, guest) which determines actions he/she is allowed to perform: e.g. a guest
user can visualize project contents but not edit existing objects and a regular user can view and edit
all data in projects for which he has access rights. If a regular user is member of the admin role
group, she/he can switch to this role and perform any operation on data from all projects.

An ontology is an editable list of terms with relations (Figure 2.5). A single project contains only a
single ontology, but a given ontology can be associated with multiple projects. One or multiple
terms of an ontology can be associated to any annotation in the project.

Annotations are geometrical objects (e.g. circle, rectangle, polygon, freehand, point) that can be
drawn manually in Cytomine-WebUI by regular human users (UserAnnotations) or created by job
instances (UserJobAnnotations). Each annotation is associated to one Imagelnstance (i.e. it
corresponds to a region of interest in an image). Additionally, a user can review Annotations created
in an image and create ReviewedAnnotations that can be a mix of validated UserAnnotations or
UserJobAnnotations (Figure 2.6).

Software is an object that can be associated with project(s) to run any processing commands. They
can be described by a list of software parameters (name and value type). A job is a software instance
with specific parameters values. A jobTemplate is a set of predefined parameter values for a given
software. Jobs inherit access rights from the human user who invoked them ie. it is allowed to
add/edit/delete the same resources (Figure 2.7).
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Figure 2.1: General overview of the Cytomine data model.
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Supplementary note 3: Methods — Analysis modules

Cytomine analysis modules (Cytomine-DataMining) are novel implementations of previously
published algorithms and novel variants. These modules are specializations of an unified framework
[11] involving the extraction of random subwindows within images and the induction of ensembles
of extremely randomized trees. They can be used to solve general problems in computer vision,
ranging from image classification and segmentation to content-based image retrieval and landmark
detection.

Here we describe their basic principles and their novel multi-threaded implementation to interact
with other Cytomine components. These analysis modules are able to download images and
annotation data from Cytomine-Core and Cytomine-IMS, process them locally on a server hosting
the algorithm (e.g. to learn segmentation/object classification models then segment or classify
objects in tiles of new images), and upload results (e.g. annotation geometries in WKT format and
associated term identifiers (e.g. cell category) or properties (e.g. cell counts) to Cytomine-Core.
Annotation objects created by each instance of a software are stored in the data model as
UserJobAnnotations. These can be subsequently retrieved through the RESTful API by other
software for further analysis. This allows to create complex image analysis workflows based on
distributed software. Annotations objects that are created by these algorithms can also be proofread
by human experts using Review modules on Cytomine-WebUI. These are then stored in the data
model as ReviewedAnnotations (with a link to their parent UserJobAnnotation) and these novel
annotations can be used either to retrain algorithms or to produce final quantification results. These
analysis modules are evaluated in Supplementary Note 4, and examples of their usage on "toy" data
are given in the user guide (Supplementary Note 5).

3.1 Detect Sample

This module applies an adaptive thresholding algorithm to whole image thumbnails from a project
(downloaded from Cytomine-Core and Cytomine-IMS) and uploads detected geometries to
Cytomine-Core (in a individual UserJob layer for each image). It can be used to detect tissue
sample regions in order e.g. to quantify tissue sample area or before applying other algorithms (e.g.
segmentation) to avoid applying time-consuming algorithms to image background regions.

Source:

https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-
applications/detect sample/

3.2 Object Finder

This module applies an adaptive thresholding algorithm and a connected component algorithm to
individual tiles in a whole gigapixel image and uploads detected contours (geometries) to
Cytomine-Core (in a UserJob layer). Its typical use is object detection (e.g. cells) before object
classification step. This procedure can be applied on tiles extracted at any resolution level, as the
conversion to maximum resolution coordinates is performed automatically by a local function.
Future developments might easily adapt the thresholding algorithm for specific purposes.

Source:

https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-

applications/object finder
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3.3 Image/Object classification

The aim of supervised image classification is to automatically build computerized models able to
predict accurately the class (among predefined ones) of new images (objects), once trained from
a set of labelled images (objects). A typical example is individual cell classification in cell
populations.

This module is decomposed into three components: a validation phase (validation), a training phase
(model builder) and a prediction phase (prediction). The validation phase downloads from
Cytomine-Core, for a given list of projects and additional filters (terms, users,...), cropped image
regions for each annotation (minimal bounding box fully containing the annotation geometry).
Using a cross-validation protocol, it learns classification models (see algorithm below) and
evaluates their classification accuracy for a given set of parameters. The predictions are uploaded to
Cytomine-Core and the resulting confusion matrix can be visualized in the Cytomine-WebUI
(confusion matrices are interactive, with the possibility to visualize annotation misclassifications
directly in original gigapixel images). The training phase similarly downloads annotations, builds a
classification model on the whole set of annotations for the given set of parameters and saves the
classification model locally. The prediction phase applies such a model on existing annotations
downloaded from Cytomine-Core within a gigapixel image (e.g. annotations detected by the object
finder module), and uploads predicted annotation terms to Cytomine-Core (in a userjob layer).

The algorithm involves the extraction of random subwindows described by raw pixel values and
the use of ensemble of extremely randomized trees by different means. More detailed algorithm
description and illustration of its main steps are given in the technical report [12]:

http://hdL.handle.net/2268/175525.

Source:

1. Validation: https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-
applications/classification_validation

2. Learning: https:/github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-
applications/classification model builder

3. Prediction: https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-

applications/classification prediction

3.4 Semantic segmentation

This module aims at learning and applying pixel classifiers for semantic segmentation of images
(e.g. tumor contouring). It is based on a previously published algorithm [19]. It is decomposed into
a training phase (model builder) and a prediction phase (prediction).

For a given list of projects (cytomine annotation projects), the training phase downloads from
Cytomine-Core cropped image regions for each annotation (minimal bounding box fully containing
the annotation geometry) and its corresponding binary mask (in PNG format with alpha channel).
Positive examples are selected using the cytomine predict terms variable, negative examples are
other annotations that are not included into cytomine predict terms  neither
cytomine excluded terms. Then, the method builds a segmentation (pixel classifier) model using
random, fixed-size (pyxit target width and pyxit target height) subwindow extraction and
extremely randomized trees with multiple outputs [19]. The tree model is built using the same
parameters than for classification. It is saved locally on the running server filesystem. The
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prediction phase applies such a binary segmentation model on individual tiles of a gigapixel image.
A connected components labeling algorithm is then applied on the running server to extract
contours from each tile pixel classifier mask. These contours are then translated into valid
geometric shapes for spatial database by using hit-or-miss transforms. Point coordinates of valid
geometries found in each tile are then converted to real coordinates (in the whole slide image) and
communicated to Cytomine-Core that internally translates the HTTP requests into spatial insertion
queries (these annotations are added in the UserJob layer). Finally, once all tiles are processed, these
contours are eventually merged by spatial union queries over tiles to take into account the fact that a
single region of interest (e.g. a tumor islet) may actually overlap several tiles. Both training and
prediction phases can be applied at any resolution level (cytomine zoom level) of gigapixel images
with seamless conversion of coordinates. A typical application is tumor/inflammation detection in
tissues in histology slides (see Supplementary Note 4.2.2 and 5.2.4.1).

Source:

1. Learning: https:/github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-
applications/segmentation_model builder

2. Prediction: https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-

applications/segmentation prediction

3.5 Landmark detection

The goal of this module is to build and apply interest point (landmark) detection models. Typical
applications include morphometric measurements in developmental studies. This module
implements novel variants of an algorithm previously presented in [20]. This package is
decomposed into a training phase (model builder) and a prediction phase (prediction). For the
training phase, it downloads from a given project images and landmarks (x,y positions and
landmark class) by communicating with Cytomine-Core. It then builds landmark detection models
(one model per landmark) using multiresolution pixel-based features and extremely randomized tree
classifiers. These models are saved in files locally. For the prediction phase, it downloads novel
images and applies all landmark prediction models to each image. Landmark coordinates are
uploaded to Cytomine-Core as Point annotations with predicted terms (landmark class).

More precisely, a binary classification scheme is used in the implementation. In this approach, each
pixel in an image can either be a landmark or not. It is a landmark pixel if it is located at an
euclidean distance <R to the real landmark position. Each pixel is described by square subwindows
of size W taken at D different resolutions centered at the location of the pixel. If D resolutions are
taken, the resolutions of the image divided by 2° to 2° will be used. During training, all the
landmark pixels are extracted from each image of our training dataset. If N is the number of
landmark pixels extracted for one image, P*N non-landmark pixels are also extracted from each
image, at a distance of at most RMAX to the landmark position. After this first extraction, the
process is repeated Nr times by applying Nr random rotations to each image of the training dataset.
These rotations will be chosen in the interval [-a,a]. A model of T extremely randomized trees is
built. During prediction, we extract Npred pixels located at random positions chosen from a
multivariate normal law based on the position of the landmark in the training dataset. The position
of each landmark is then computed as the median of the locations of the pixels predicted as
landmarks with the highest probability by the corresponding model.

All these parameters (R, W, D, P, RMAX, Nr, a, T, Npred) can be chosen individually for model
building, or tuned through K-fold cross validation.
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Source:

1. Learning & validation: https://github.com/cytomine/Cytomine-python-
datamining/tree/master/cytomine-applications/landmark _model builder

2. Prediction: https://github.com/cytomine/Cytomine-python-datamining/tree/master/cytomine-
applications/landmark_prediction

3.6 Image retrieval

The goal of an image retrieval algorithm is to retrieve from a large database of images (the
reference set), visually similar images to a query image.

We integrated a novel implemention in Java of a previously published algorithm [10] based on
random subwindows and vectors of random tests. Description of this novel library is provided in
[Paper in preparation].

Source:
1. CBIRetrieval: a Java library package that can be run as a simple application (command line)
or can be imported in a JVM application (jar). https://github.com/loic911/CBIRetrieval
2. CBIRestAPI: an HTTP  REST  API server  for  CBIRetrieval lib.
https://github.com/l10ic911/CBIRestAPI
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Supplementary note 4: Results - Empirical evaluation

This supplementary note provides quantitative information about current version of Cytomine. It
summarizes our current usage and empirical evaluations of basic operations and its recognition
algorithms.

4.1 Software requirements, usage statistics, performances, and code quality

4.1.1 Software requirements

Minimal hardware requirements to host a Cytomine server are described here:
http://doc.cytomine.be/display/PubOp/%5SBDOC%5D+Cytomine+Requirements

Medium-sized servers are able to host Cytomine components. Smaller instances have also been
tested using our installation procedure on regular desktop computers e.g. for developers testing their
algorithms on small datasets of gigapixel images.

4.1.2 Usage statistics in research and education
As an example, we have two running instances at the University of Lie¢ge: a research instance and a
teaching prototype instance.

For our research instance, we use:
* Cytomine-Core: web server using 8GB memory and 4 * 2.3 Ghz processors and database
server using 4 GB memory and 4 * 2.3Ghz processors ;
* Cytomine-IMS using 36 GB memory and 12 * 2.1Ghz processors).
As of Ist June 2015, it hosts (after four years of usage):
* 300 projects,
e 20200 images,
* 190 users,
* 621000 user manual annotations and 285000 annotation terms,
* 5582200 algorithm annotations (created by 10000 jobs) among which more than 50000 were
proofread by experts.
* Images use 6.5TB of disk space.
*  The raw database dump file is 100 GB.
* The largest 2D image uploaded by users is 106259 x 306939 pixels (32 Gigapixels).
In addition to use cases (see Main paper Section "Applications"), the use of manual annotation tools
also results in unprecedented datasets that might be exploited in future studies to design automated
algorithms. It includes more than 45000 landmarks in Zebrafish development images, more than
370000 nucleus counts in breast H&E images, more than 6000 cell classifications in thyroid
cytology images, more than 88000 nucleus and RNAScope/PLA spots in breast IHC images,....

For our teaching prototype instance, we use:
* Cytomine-Core: web server using 16 GB memory and 8 * 2.8Ghz processors and database
server using 8 GB memory and 4 * 2.7Ghz processors,
*  Cytomine-IMS using 8 GB memory and 4 * 2.7Ghz processors) hosts (after 1.5 years of
usage):
As of Ist June 2015, it hosts (after one year of usage):
* 55 projects,
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* 2050 images,

* 4015 (students and teachers) users,

* 189000 user manual annotations.

* Images use 1.5TB of disk space

*  The raw database dump file is 3 GB.

* The largest 2D image uploaded by users is 196608 x 325632 pixels (64 Gigapixels).
In this setting, projects correspond to practical courses or homeworks. Annotations geometries and
descriptions are used to reference important aspects of tissues. In particular, each student is
following predefined observation paths to study normal and pathological tissues, or they have to

annotate images or to answer some questions through a learning managment system communicating
with Cytomine through the RESTful API.

4.1.3 Performances

Here we provide average timing for basic operations through a Wi-fi remote connection and that are
executed on our research instance:

- Get the listing of all 300 project descriptions: 994 ms

- Get the listing of the first 100 image descriptions of a project: 1.44s

- Get the listing of 1005 annotations (size: 715KB) from a given user for a given image: 805ms

- Get the listing of annotation geometries of an object finder layer (49336 objects) and apply a K-
Means algorithm for lightweight visualization within a gigapixel image (111104 x 91648 pixels),
(see Figure of gigapixel pollen image in Supplementary Note 5.2.5): 12s

4.1.4 Code quality

In terms of code, at time of submission, Cytomine is composed of 68K lines of code decomposed
into its four main modules (Cytomine-Core +/- 30000 lines (Groovy/Java); Cytomine-WebUI +/-
23000 lines (Javascript/Html); Cytomine-IMS +/- 3000 lines (Groovy/Java); Cytomine-Analysis +/-
10500 lines (Java/Python)). These statistics do not take into account integrated libraries
(Supplementary Section 1.2). During our developments, commits to the source repository trigger a
new build in our continous integration server to assess code quality. 1150 unit and functional tests
are executed. These tests cover 80% of the source code lines for Cytomine-Core.

4.2 Image recognition algorithms (Analysis modules)

In this section we describe or cite empirical studies of our algorithms recognition performances
using public benchmarks or datasets manually collected by experts through Cytomine-WebUI. In
practical applications, obtaining satisfactory recognition performances depends on many factors
including image variations (due to image acquisition and sample preparation protocols), and the
quality and quantity of annotations provided for training. While we do not claim our algorithms will
provide accurate results on any problem, we illustrate here their potentials on a wide variety of
image types. In practical applications, we generally used them in combination with Cytomine-
WebUI proofreading tools to derive accurate quantifications from imaging data.

4.2.1 Image/Object classification

In life science research, efficient classifiers have a huge potential [21-25] as
they could ease the labor-intensive phenotype classification of biological samples (e.g. cells,
tissues, organs, microbes, diatoms, plants, animal models,...) thus facilitate obtaining more
quantitative information in large-scale imaging datasets. Recent variants of our image classification
algorithms have been evaluated on a large variety of datasets from many application domains
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(more than 3800 image classes and over 1.5 million images). Description and references of these
datasets, evaluation protocols, and empirical results are described in the following technical report

[12]: http://hdL.handle.net/2268/175525.

4.2.2 Image semantic segmentation

The aim of image semantic segmentation is to classify pixels of an image and group pixels of the
same class. Our experiments are based on a practical applications involving H&E histology images
of mice lungs (provided by Didier Cataldo's Laboratory of Tumor & Development Biology, GIGA-
Cancer, University of Liége) where the goal is to segment tumor islets to count them and compute
their area to study the effect of molecules or biological processes on lung tumor onset and
progression. Results for one experimental study was published in [26]. Here we report results using
the same parameter values on 19 additional experimental studies (843 whole-slide images). As in
[26], we compared a posteriori validated annotations (Review layer) and annotations produced by
our algorithm (UserJob layer). Results (recognition performances and required user corrections) are
variable due to tissue variations (e.g. these studies include various tumor subtypes, inflammatory
regions that exhibit similarities with tumoral regions, color staining variations,...). We measured a
posteriori that on average 89% of validated tumoral area was well detected by the algorithm (true
positives). However we also observed a global trend of the algorithm to detect many regions that
are not tumors with a false positive rate of 3%. Although this rate is low, in practice the algorithm
detected on average 279 tumor islets per slide among which only 53 are validated by experts per
slide (43 are left as such and 10 are manually edited). The retraining capability of our software was
not used for these experiments. Retraining models with additional negative examples and post-
processing of predictions (e.g. based on size as the algorithm tends to detect many small regions
that are not validated by experts) might help to reach better recognition performances. Still, in
practice, our algorithms were combined with our proofreading tools and our collaborators were able
to produce quantifications for about 850 whole-slide images, which yielded the validation of a total
of about 45000 tumoral ROIs that could be used in future studies to refine recognition models. The
Figure 4.4 shows a thumbnail of a well-segmented slide (left: original, middle: algorithm
predictions, right: final validated) where proofreading only consists in rejecting a few false positive
regions (red arrows).

Figure 4.4: An H&E whole-slide mice lung (left), automatic tumor contouring (middle), final
proofread tumor contouring (right).
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4.2.3 Landmark detection

Our landmark detection algorithm was evaluated empirically on three different datasets: a dataset of
100 cephalometric images with 19 landmarks [27], a dataset of 113 Zebrafish images with 30
landmarks (from Marc Muller's lab, GIGA-Development, Stem Cells and Regenerative Medicine,
Organogenesis and Regeneration, University of Liege, Li¢ge, Belgium), and a dataset of 138
drosophilae wing images with 15 landmarks (from Frédérique Peronnet's research unit "Controle
épigénétique de 1'homéostasie et de la plasticit¢ du développement", Laboratoire de Biologie du
Développement - Institut de Biologie Paris-Seine, UMR7622 - CNRS - UPMC).

Figure 4.5: Landmark detection on 3 image types. Drosophilae wings (top), cephalometric X-ray
(bottom left), Zebrafish development (bottom right)

Results of a preliminary version of our algorithm were presented in [27] for the cephalometric
dataset (our algorithm ranked second in the ISBI 2014 Cephalometric challenge), and in [28] for the
Zebrafish dataset. We draw here only general observations as a systematic analysis of the influence
of the various parameters used in our method is ongoing and will be the subject of a future study.
Current cross-validation results show a large diversity in accuracy between the different datasets.
We have a mean error (distance between predicted landmark points and manual annotations) around
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30 pixels for the landmark detection on the Zebrafish dataset (images of size 2576x1932), 20 pixels
for the cephalometric dataset (images of size 2400x1935), and 5 pixels for the drosophilae dataset
(images of size 1440x900). We noticed these differences are explained by different factors: the pixel
accuracy of the manual annotations of the landmarks used to train the models (directly linked to the
resolution of the image), and the diversity of the landmark shapes in the dataset that is related to the
variability of images and the types of landmarks to detect. For example, on our Zebrafish dataset,
some landmarks can be detected with an accuracy below 10 pixels, while others can only be
detected with an accuracy below 50 pixels. Figure 4.5 provides examples of automatic detections
(in red) on the three datasets with respect to manual ground-truth (in green). In practical
applications, we recommend to combine automated predictions with Cytomine-WebUI manual
proofreading tools where each landmark is colored according to its ontology term configuration (see
Supplementary Note 5.2.4.3).

4.2.4 Image retrieval

Our algorithm was previously evaluated in [10] on two medium-size public datasets (a radiology
dataset and a dataset of sport scenes) and on a first small set of lung cancer histology and cytology
images in [29].

Here we performed a wider empirical evaluation on various annotations created through years by
research users of the Cytomine-WebUI within our institute. To perform this evaluation, we worked
on a subset of annotations from our Cytomine research instance: We selected polygon annotations
created by human experts and we kept only those from ontology terms for which at least 10
annotations were created. In total, our reference dataset contains 96000 annotations associated to
294 ontology terms. We evaluated recognition rates using different parameter values and
aggregation schemes and here summarize our results when using N=1000 random subwindows (full
intervals) resized to 16x16 in HSV, T=10, and 30 tests per vector. All queries are performed by
searching for similar annotations in the reference set of annotations which belong to the same
ontology as the query. We first evaluated how often a given query image is retrieved as the most
similar image (identity search) when considering all images of the ontology as the reference
database (query-top-1 = 84%). We then remove the query image from the reference set and
evaluated how often an annotation with the same term than the query is retrieved as first similar
image (top-1 term = 82%). We then evaluated if considering the top-10 retrieved images and
aggregating (by weighting proportionally with their similarity rate) their terms provide better term
suggestion (top-10 avg term = 79%, top-10 avg-weighted = 80%).

In terms of computing times, our implementation can be run using regular data structures or
optimized hashtables. We recorded indexing and retrieval times on a laptop computer (8 cores,
32Gb Ram, SSD disks). Our regular implementation requires on average 425ms to index an
annotation and 201ms to retrieve similar images (using N=500 and T=5) which provides top-1 term
accuracy = 79%. The optimized implementation with same parameters requires 178ms on average
for indexing but 632ms for retrieval. Optimal choice of the implementation therefore depends on
the practical frequency of indexing/retrieval operations.
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Figure 4.6 illustrates some retrieval results on different types of data (Zebrafish embryo from Marc
Muller's lab, GIGA-Research, University of Liége; Thyroid cytology data from Isabelle Salmon's
lab, Université Libre de Bruxelles; Ovarian histology data from Carine Munaut's lab, GIGA-
Research, ; University of Liege):

CDME MK Ml )
= & H & T &

SIMILARITIES =

Suggested term : Dead (99%) or Chorion
(1%)

SIMILARITIES +

Suggested term : FolliculePrimordial (55%)
or Vaisseau (32%)

oAILARITIES +

Suggested term : PN (polynuclear) (58%) or
Red blood cells (13%)



4.2.5 Detect sample and Object Finder
We provide here two illustrative examples of the "Detect sample" and "Object finder" modules that
are based on standard image processing algorithms.

Figure 4.7 illustates the application of the detect sample module (image from the OpenSlide
repository). This module was also used in our experiments for tissue tumor detection (see Suppl.
Notes 4.2.2 and 4.2.4.1).

Figure 4.7: Example of tissue detection: original image (left) and detected geometries (right).

Figure 4.8 shows the application of the object finder module on a 10 gigapixel pollen images (from
Maurice Streel, Geology Department, University of Liege, Belgium) that generates 49936 objects.
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Figure 4.8: Example of the application of the object finder module on pollen images. Original area
of the gigapixel image (top left). Overlay of detected objects in yellow (bottom left). Image and
annotation informations (top right). Layer of detected objects displayed at lower resolution: When

too much objects have to be displayed, we apply a clustering algorithm based on object spatial

positions to group them into five clusters (with object counts) in order to avoid overloading the web
browser (bottom right).

It is important to note that, as for other analysis modules, adapting parameter values or developing
new detection algorithms might be needed for other types of images (e.g. images with lower
contrast). Our architecture is extensible and allows to add novel software, register them to the
Cytomine-Core and launch them from Cytomine-WebUI or through command line scripts.
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Supplementary Note 5: User guide

This supplementary note covers the main functionalities of our software. The software can be tested
at http://demo.cytomine.be/ with one of these 3 accounts, using a modern web browsers (Google
Chrome (preferred choice), Safari, Mozilla Firefox):

Username Password Role
jsnow jsnow User
clannister clannister User
estark estark User

The software can also be installed automatically on desktop/server computers using the procedure
described in Section 6.1. In both cases, our installation procedure installs "toy data", namely five
projects for testing main functionalities.

This user guide will be continuously updated and available in the "User" documentation at
http://doc.cytomine.be/

5.1 Installation

The automated installation procedure is described at: http://doc.cytomine.be/x/goC]j

It basically requires the edition of a single configuration file (Bootstrap/configuration.sh) and the
execution of a few command lines. The procedure will automatically create virtual environments
(using Docker deployment system) for each Cytomine components and download, compile, and
install all the required libraries, and start all servers. The whole process takes approximately 2 hours
without user intervention. The web user interface is then directly accessible at the http://
$CORE URLS$  location (e.g. http://demo.cytomine.be) using modern web browsers (we
recommend using Google Chrome).

5.2 Usage (Cytomine-WebUI)

This guide explains how to:

* Visualize and annotate manually images

* Configure projects and manage users

* Upload new images

* Apply Cytomine-DataMining analysis modules and proofread them
* Perform textual search

* Follow online users

* Blind assessment (including IRIS: the Inter-observer study module)

In this guide, we assume using the "jsnow" account.
Please refer to your web browser documentation for basic navigation operations (e.g. "F5" key
might be useful to reload pages).

5.2.1 Visualization and manual annotations
Users log into Cytomine using the login panel:
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Sign in to Cytomine

Jsnow

sssse

¥ Remember me D

Forgot your username or your password ?

Once connected, the

user has access to its

user dashboard 85 Sl %
which  summarizes

global information (number of projects, images, annotations) and it also shows latest opened
projects, images, and activities:

©Dashboard  [E Projec ® Explore

COMMUNICATION » This is a Cytomine demonstration server for testing purposes only. It is free of charge but because of limited ressources we might limit in the future the amount of data per user. Also, we do not provide any
guarantee when using this server. In particular, please note that this server will be regularly updated with latest features which might imply potential unavailability and data loss (altough we will do our best to
avoid that). If you are interested by a stable Cytomine server, please consider installing a server at your own site, or contact us (info@cytomine.be) for a collaboration.

SHORTCUTS » Go to project » Gotoimage »

STATISTICS » 20 prRoJECTS 165 maces 293 ANNOTATIONS 0 RevieweD PROJECTS »
Now Now Now Now

' 4 2
MULLER-LAB-ZEBR.. 0S-2.NDP CELLS7.PNG
CASHORENED) 2015-06-11 1457 2015-06-11 1155 201506-11 11014

IMAGES »
? o

5
LAST OPENED _DEMO-LANDMARK-ZEBRAFISH- _DEMO-SEGMENTATION-TISSUE _DEMO-VARIOUS _DEMO-CLASSIFICATION-CELL TESTSCRIPTTEST-TUMOR-
PROJECTS » TEST 2015-06-11 14147 2015-06-11 14h42 2015-06-11 14n20 DETECT123
2015.06-11 1457 2015-06-11 14h04

TG 2015-06-11 1404 : Property @ CUSTOM_UI_PROJEGT edited for be cytomine project Project 277,246 VIEW ALL
” 2015-06-11 14h04 : Property @CUSTOM_UI_PROJECT edifted for be cytomine project Project 277,246

2015-06-11 14h04 : Property @CUSTOM_UI_PROJECT added to be.cytomine.project. Project 277,246
2015-06-11 13h42 : Term LANDMARK-1 is added to annotation 205,645

2015-06-11 13h42 : Jon Snow added an annotation in MULLER-LAB-ZEBRAFISH-20.jpg

2015-06-11 13h42 : Term LANDMARK-2 is added to annotation 205,632

2015-06-11 13h42 : Jon Snow added an annotation in MULLER-LAB-ZEBRAFISH-20.jpg

2015-06-11 13h42 : Term LANDMARK-3 is added to annotation 205,619

2015-06-11 13h42 : Jon Snow added an annotation in MULLER-LAB-ZEBRAFISH-20.jpg

2015-06-11 13h42 : Term LANDMARK-4 is added to annotation 205,606

2015-06-11 13h42 : Jon Snow added an annotation in MULLER-LAB-ZEBRAFISH-20.jpg

2015-06-11 13h42 : Term LANDMARK-S is added to annotation 205,502

2015-06-11 13h42 : Jon Snow added an annotation in MULLER-LAB-ZEBRAFISH-20.jpg

2015-06-11 13h42 : Imaae MULLER-LAB-ZEBRAFISH-20.ioa added in broject  DEMO-LANDMARK-

No Data Available.

The menu on the top right (black bar) gives access to Account information (under the user name)
where the user can change its password and get its public/private keys. The help sub-menu lists
main shortcuts applicable when exploring images:

© About Us ~ L Snow Jon (jsnow) ~

© Help 2 Account
s rt
uppo O Logout

© About Cytomine

The menu on the top left (black bar) gives access to the User dashboard, the listing of Projects, the
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Storage panel (to upload new images through the web interface), and the Activity panel which

summarizes latest user activities:

Cytomine

® Dashboard

» Activity

B Siorage

The project listing displays boxes where each box corresponds to a specific project. Project listing
can be filtered (box at the top left) by names, number of annotations, images, disciplines, ontology

names:

Cytomine ~ @Dashboard  ElProjects  ® Explore

Filters DEMO-EMPTY DEMO-LANDMARK-Z.... DEMO-VARIOUS TESTSCRIPTDEMO-..
. ToEMOCELLSi29
Nam :
"
mag N
i
N
Annotat
(AT o-- | B oo | (AT o-- | FRIY - |
Discipline
TESTSCRIPTTEST-. TESTSCRIPTZEBRA. TESTSCRIPTZEBRA. DEMO-CLASSIFIC.
ontology

ZEBRA-DEMO-TEST123

TZEBRA-DEMO

(I o | [l o | (I o | [ o | (I o |
_DEMO-EMPTY _DEMO-LANDMARK-... _DEMO-LANDMARK-... _DEMO-SEGMENTAT... _DEMO-VARIOUS

o st o | o (2 o | o (D
DEMO-CLASSIFI... DEMO-EMPTY __DEMO-LANDMARK..

oeg |

Nam: MO-L ANDMARK-ZEBRAFISH-TEST

1Y

o9z

ne :_DEMO- ANDMARK-ZEBRAFIS!

SEGMENTATION-TISSU

NDMARK-ZEBRAFISH-

Clicking on the project name (e.g. DEMO SEGMENATION TISSUE) or on the Open button will
open the project and shows the Project dashboard with basic information (textual description on the
top right, users currently online) and various statistics about the project (including number of
images, annotations, various statistics of annotations by ontology terms, users, images, ...).
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_DEMO-SEGMENTATION-TISSUE

Images

Annotations  Properties  Configuration

_DEMO-SEGMENTATION-TISSUE

Ontology _DEMO-SEGMENTATION-TISSUE-ONTOLOGY
User annotations 20
Job annotations 0
Reviewed annotations 0

& ONLINE USERS
Snow Jon (jsnow)

¥ ACTIVITY

Last commands Last tasks.

11/6/2015 11:42:58 :

Image LUNG2 jp2 added in project _DEMO-SEGMENTATION-TISSUE by jsnow

- 11/6/2015 11:42:38 : Term Tumor is added to annotation 278,747 by jsnow
- 11/6/2015 11:42:37

Jon Snow added an annotation in LUNG1.jp2 by jsnow

-11/6/2015 11:42:37 : Term Tumor is added to annotation 278,734 by jsnow
-11/6/2015 11:42:37

Jon Snow added an annotation in LUNG1.jp2 by jsnow

- 11/6/2015 11:42:37 : Term Tumor is added to annotation 278,721 by jsnow

44/mNNE 144000

1l ANNOTATIONS VS TERM

Jlt ANNOTATIONS VS TERM

100,

oIt ANNOTATIONS BY USER

=

&

oIt ANNOTATED SLIDES BY TERM

Description

This projects contains whole-slide histology (H&E) images of mouse lungs provided by Didier Cataldo's

laboratory (Laboratory of Tumor & Biology, GIGA

See full text and edit

y of Liége).

@Tumor @ Negative

K

One key concept of Cytomine is the Ontology, a structured vocabulary of user-specified terms used
for the semantic annotation of regions of interest in images. Each project has a single ontology. It
can be either an existing ontology (it can be associated with the project when a user creates it) or a
new ontology that can be edited online. Editing the ontology can be done by clicking on its name
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(first line under the project name) which opens the Ontology editor. The editor allows to rename the
ontology, add/edit/delete terms from the ontology. In this "toy" project where life scientists are
interested to quantify the sizes of tumor islets with respect to the size of tissue sections, the
Ontology is simplified and has only three terms: Section (to delimit the tissue section, in brown),

Tumor (for tumoral islets, in red), and Negative (for all other tissue substructures, in green):

 Refresh

Ontologies

DEMO-EMPTY
DEMO-LANDMARK-ONTOLOGY
DEMO-VARIOUS
TESTSCRIPTDEMO-CELLS123
TESTSCRIPTEMPTY123
TESTSCRIPTTEST-TUMOR-DETECT123
TESTSCRIPTZEBRA-DEMO-TRAINING123
_DEMO-CELLS

Ontology : _DI Add
Creator : Snow
Shared with : |
Projects : _DE

_DEMO-SEGMENTATION-TISSUE-ONTOLOGY

- B

ISSUE-ONTOLOGY

Edi 1), Snow Jon (jsnow), Stark Eddard (estark)
Delete SSUE

_DEMO-SEGMENTATION-TISSUE-C

_DEMO-EMPTY Nogativo I
_DEMO-LANDMARK-ONTOLOGY Section [l
_DEMO-SEGMENTATION-TISSUE-ONTOLOGY Tumor [l

DEMO-VARIOUS

DEMO-CELLS

DEMO-EMPTY
DEMO-LANDMARK-ONTOLOGY
__DEMO-SEGMENTATION-TISSUE-ONTOLOGY
__DEMO-VARIOUS

nullDEMO-CELLS1

nullDEMO-CELLS123

Edit term
Name Parent (Drag & Drop)
Tumor _DEMO-SEGMENTATION-TISSUE-ONTOLOGY
Negative
Old color Section
New Color
- I =
Basic Colors|  Saved Colors  Advanced
whie () I
B \ - TT—
B oange | D
yellow | 0
[ JEEC R
@ o |
|m e TR
E Cancel

ontology is defined, one can start semantically annotating whole-slide images. It has to be noted
that Term names and colors can be changed afterwards, only term identifiers are linked to
annotations in the database. To start annotation, the user goes back to the Project dashboard and
clicks on the "Images" tab which opens a page with the Image listing of this project:

_DEMO-SEGMENTATION-TISSUE Annotations

Images

Properties Configuration

[+ e | G
D v Preview Namq Width (px) Height (px) Magnitude Resolution (um/pixe) User an. Algo an. Valid an. Vendt Created Status Action
By
278476 @ a LUNGH jp2 30720 25600 ot in 20 o o 2015-06-11 11ha2 [
-w e
|

This project contains only 2 images whose characteristics are listed. Image "LUNGI.jp2" already
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contains 20 user annotations. One can open the image by clicking on its thumbnail or on the blue
Explore button at the right. Note that the arrow at the right of the Explore button gives access to
supplementary information and operations (e.g. download the image, describe it, start reviewing it
(see below), importing annotations from another project, ...). The explore view is then displayed.

It is a zoomable viewer for gigapixel images, with various tools for annotation. Note that multiple
images can be opened in parallel, each one having its own tab. By default (this can be configured in
the "Configuration" tab of the project), the viewer also displays current user's annotations (in red
here, corresponding to the color of the Tumor term):

_DEMO-SEGMENTATION-TISSUE  Images  Ann

LUNG1.jp2

INFORMATIONS +
POSITION +

IMAGE LAYERS +
ANNOTATIONS LAYERS +
ONTOLOGY +
MULTIDIMENSION +

This image has no other dimension.

ANNOTATIONS PROPERTIES +

Annotations can be selected , edited, and drawn manually by using tools on the top bar:

QPoint  tArow | Rectangle | Ellipse | Circle | Polygon  MagioWand # #.# =¢ Fill| Ruler Edit Rotate |Resize Drag M 4

It includes geometries such as:

* Point, Rectangle, Ellipse, Circle, Polygon,

* Frechand

*  Magic Wand (which parameters have to be configured in Project Configuration tab)
And operations such as:

¢ Rotate, Resize, Drag,

* Delete

* Fill

* Complement (performs the union of a new geometry with an intersecting, existing,

geometry) +.¢
+ Subtract = (subtracts the intersection of a new geometry with existing geometry)

Selecting an annotation opens the Current Selection Annotation panel (at the bottom left) which
gives basic information (e.g. annotation area based on image resolution) about the currently selected
annotation and launch the content-based image retrieval algorithm. This algorithm suggests
ontology terms based on visual similarity. The most similar annotations can be visualized by
clicking on "See Similar Annotations" (they are ranked according to their computed similarity):
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_DEMO-SEGMENTATION-TISSUE  Images ~ Annotations  Properties  Configuration  LUNG1.jp2

I Oroint #Avow | Rectangle | Elipse olygor - ot o Drag B 4 @ HIDETOOLS

= OVERVIEW =

INFORMATIONS +
CURRENT SELECTION +

PoSITION +
Area : 1704960 pixels? e e
ANNOTATIONS LAYERS +
ONTOLOGY +

MULTIDIMENSION +

‘This image has no other di

ANNOTATIONS PROPERTIES #

Suggested term : Tumor (91%) or Negative
(9%)

PROPERTIES +

@ Annotations.

Retrieval

Annotation similarity

It is possible to click on these "similar" annotations to jump directly at their locations within their
original image.

Properties (key-value pairs) and keywords can be added to Annotations by clicking on the "Add
property" link (at the bottom of the Current Selection panel).
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Annotation | Image Project Add a property
278545 - 2015-06-11 11h42 v

Key CsliGount Value 9380987403987 Add Property
Refresh List

Add a keyword

[Em=]

Properties

Key Value Delete

@ Info: To edita property, double-click on the key or the value. Valid with Enter.

No data to display

Delete Property

Rich text descriptions can also be added in a similar way as for Projects and Images.

On the right side of the Explore view, the "Tools" panel can be activated to show an overview
(thumbnail with red square corresponding to the active view), image information, image layers
(which allow to apply on the fly image processing filter to tiles, see Configuration page of the
project), annotation layers (containing user layers, userjob layers, and the review layer), ontology,
and multi-dimensional browser.

© HIDEToOLS
OVERVIEW =

ONTOLOGY =

B _DEMO-SEGMENTATION-TISSUE-ON

MULTIDIMENSION +
“This image has no other dimension.

ANNOTATIONS PROPERTIES +

Selecting and adding another user layer will display its layer of annotations in the whole-slide
images in addition to current user annotations (in this case, the user clannister only created
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annotations with the Negative term, in green):

ANNOTATIONS LAYERS = ANNOTATIONS LAYERS =

"

= | Lannister Cersei (clannister) ¥ s ok
ok Snow Jon (jsnow) (1 O)E

Lannister Cersei (clannister) m

Lannister Cersei (clannister)
Stark Eddard (estark)
Review Layer

Snow Jon (jsnow) (1 O)E

_DEMO-SEGMENTATION-TI o Cor LUNG1.jp2

LRI Orcint tAow  Rectangle | Elipse | Cicle| Polygon  MagicWand 4 |4 = | Fil | Ruler | Edit | Rotate | Resize | Drag 8| 4 @ HIDE TOOLS.

OVERVIEW =

INFORMATIONS +
POSITION +
IMAGE LAYERS +

ANNOTATIONS LAYERS =

ANNOTATIONS PROPERTIES +

Multiple user annotations can then be displayed. A blinded mode allows to hide other user layers if
needed (see Project Configuration page).

Adding an annotation requires the user to draw it, then eventually associate a term from the
Ontology (the color of the Annotation thus changes):
ONTOLOGY =

e = DEMO-SEGMENTATION-TISSUE-ON
k4 ’ 4 o Negative J (p) Show:

o Section () Show:

Tumor | (1) Show:

All annotations created in a project are visible in filtered galleries in the Project Annotations tab:

_DEMO-SEGMENTATION-TISSUE Images Annotations Properties Configuration LUNGH1.jp2 -

Annotations can be filtered according to images they come from, terms from the Ontology, Users
from the project and types (user/job/reviewed). Filters can be saved and reused later. The user can
click on any of these annotations to jump to its actual location in whole slide images.
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® Explore

_DEMO-SEGMENTATION-TISSUE  Imag

Annotations | Properties  Configuration  LUNG1jp2  ~

Predefined Filters

Filters | 0 ) ey

Cf search in userisigo annoations

Search i eviowed anmotaions
Undefined
+  DEMO-SEGMENTATION-TISSUE
v Multiple
v
DEMO-SEGMENTATION-TISSUE-ONTOLOGY.
Negaiive
i 4 > Tt .
" | [ - .
] I a5 LhIEe +%kf{
o pr ey o SR,
@ G s
i & Rorby a2
Section
= _DEMO-SEGMENTATION-TISSUE
0Segmentation_Model_Builder
AutoLung2
2Segmentation Model Builder RGP
TissueDetect N N i N N
5Segmentation Model Predict ;
TissueSegment Model Bullder
TissueSegment_Model_Predict = B it

Download

Annotation descriptions can be exported as tabular files containing annotation information (area,
user who created them, direct link to it,...):

3 B [ c | D [ E | G [ [ 1 | e} | K |
Fllli |Area (micronsA?) Perimeter (mm) X Y Image Id_Image Filename User Term  View annotation picture View annotation on image
_ 2 | 302661554624.0 2958.0 7046.116321532636  4725.001467744019 278476 LUNGLjp2 i Tumor  http://clemo,cytomine. i0n/302661/crop,png hitp://demo.cytomine.be/#tabs-image-278366-278476-302661
3 | 278747175230.0 1594.0 7069.32970381784  6572.665609009112 278476 LUNGLjp2 i T hup://demo.cytomine.be! 1278747/crop,png_ http://demo.cytomine.be/#tabs-image-278366-278476-278747
a4 | 278734227312.0 1880.0 5960.75249200256  6380.173060228526 278476 LUNGLp2 http://demo.cyto 78734/crop.pnghttp: 1 78366-278476-278734
5 | 278721253480.0 1946.0 12556.091504918204 13743.268818052706 278476 LUNGLjp2 ¥ cytomine. ion/278721/crop.png_ http://demo.cytomine, be/#tabs-i 78366-278476-278721
6 | 278708251696.0 1973.0 9331.685970376962  19742.053609645496 278476 LUNGLjp2 htp://demo, cytomine. 8708/crop.png  http://demo.cytomine. be/#tabs 278366-278476-278708
_ 7| 2786951704960.0 5357.0 11001.564964964966 12278.455655655656 278476 LUNG1.jp2 http://demo.cytomine. 7: png  http://demo.cytomine. by b 278366-278476-278695
_8 | 27868271540.0 1605.0 10794.882024042494 20723.60314975305 278476 LUNGL.jp2 hitp://demo, eyt be/api/annotation/278682/crop.png o -image-278366-278476-278682
9 | 278669162990.0 1568.0 8824.732830234983  19137.8159396282 278476 LUNGL.jp2 hutp://demo.c e. ion/27 png_ http://demo,cytomine.b 78366-278476-278669
10 | 278656 434896.0 4195.0 4590.964963270912  5427.768220448107 | 278476 LUNGLjp2 e http://demo.cytor crop.png http://demo.cytomine. be/#tabs-image-278366-278476-278656
11 | 2786431290300 1419.0 10797.548818104317 13221.16981580511 278476 LUNGL.jp2 ter y oyt i crop.png  http://demo, cytomine.be/#tabs-i 278366-278476-278643
12 | 278630373352.0 2724.0 10976.037383845094 13842.707636046769 278476 LUNG1.jp2 clannister http://demo.cytomine. png http://demo.cytomine. by b 278366-278476-278630
13 | 27861714602.0 527.0 21993.5566817331  14925.346299593662 278476 LUNGLjp2 clannister http://demo, cytomine. ion/278617/crop,png hitp://demo.cytomine.be/#tabs-image-278366-278476-278617
14 | 278604117600.0 1372.0 20585.0 13798.0 278476 LUNGL.jp2 ve http://demo,cytomine. ion/278604/crop.png  http://demo,. cytomine, be/#tabs-image-278366-278476-278604
15 | 278591681792.0 3304.0 20730.0 17282.0 278476 LUNGL.jp2 http://demo.c; e 78591/crop.png _ http://demo.cytomine.by -278366-278476-278591
16 | 278578443232.0 2664.0 25496.0 18924.0 278476 LUNGL.jp2 ¥ cytomine. ion/278578/crop.png /demo.cytomine be/#tabs-image-278366-278476-278578
17 | 278564 266760.0 2068.0 23736.0 14159.0 278476 LUNGL.jp2 e hitp://demo.cytomine. crop.png http://demo, cytomine. be/#tabs 278366-278476-278564
18 | 2785451.6290496E7  18271.0 25481.181634248584 9723.086243496413 278476 LUNGLjp2 http://demo, cytomine. ion/2785: png http://demo,cytomine.be/#tabs-image-278366-278476-278545
19 | 278532279788.0 1982.0 26318.944643801737 15324.092674930067 278476 LUNGLjp2 278532/crop.png _ http://demo.cytomine.be/#tabs 0-278366-278476-278532
20 | 27851996759.0 1279.0 22222.987084750086 13198.883933277524 278476 LUNGLjp2 http://demo.c png. http://demo. cyt 1 78366-278476-278519
21 | 27850657715.0 942.0 28014.469363828004 15463.157382540645 278476 LUNGLjp2 jsnow ¥ cytomine. ion/278506/crop.png _ http://demo.cytomine be/#tabs-image-278366-278476-278506
22 | 27849276746.0 1585.0 22618.569549137515 10065.900478421101 278476 LUNGLjp2 isnow http://demo, cytomine. 8. png http://demo.cytomine.be/#tab: 278366-278476-278492

In addition to ontology terms, properties, keywords, and rich text descriptions, Comments can be
associated to Annotations and send through e-mail to project's users (using e-mail addresses
encoded in the User account). E-mails contain the textual comment and a direct link to the actual
location of the annotation within its gigapixel image for direct visualization. The user has to click
on the blue "Comment" button in the Current selection panel, then select recipients and then click
on the green "Share" button:

Comment/Share an annotation

™ Comments

CURRENT SELECTION +

Area : 554624 pixels?
Perimeter : 2058 pixels

Share with
User : Snow Jon (jsnow)

 You can edit this annotation Everyone
Gomment (0) Email

® Some users

Your comment

What do you think ?

N

Cancel m



5.2.2 Project configuration and user managment
Each project can be configured through the Configuration page:

_DEMO-SEGMENTATION-TISSUE Images Annotations Properties Configuration

Admins of a project can configure all options including general configuration (e.g. blind mode
which hides image names, enable/disable the content-based image retrieval algorithm,...), user
management (add/delete users from this project), configure the default annotation layer in the
Explore view, customize the user interface to enable/disable graphical tools and displayed
information (such as the drawing tools and panels), the image filters (that can be applied on-the-fly
to image tiles), the softwares to be associated (e.g. the Cytomine-DataMining modules or any other
third-party softwares registered to the database), and some other visual configuration (e.g. the magic
wand tolerance parameter or the size of Point annotations, configurable by a regular User).

Configurations

Y| General Configuration

¥/ Users Management

¢! Default Layers Configuration

¥/ Custom Ul Configuration

Y| Image filters

Y| Softwares

¢! Private Annotation Tools Configuration

An existing user in the database can be added to the Project by an admin.

Users Management

Project users:
® Add users by name
Marée Raphas! (fiEite)

Invite a new user
Project admins:

A project admin can edit/delete annotations from all users in the new project

To add new user into the database through the web user interface, admins or super admins have to
enter into the Cytomine admin area where the can add new user or edit existing ones (including
their role):
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LMarée Raphagl (rmaree)

id username. - lastname firstname email created updated action
a7 admin ADMIN Justan nfo@cytomine.be 2015-04-22 2015-04-22 CAED
263700 canniter LANNISTER Cersei admin@uig acbe 10hours ago ma
260688 estark STARK Eodara estark@uig ac.be 10hours ago Lo [ o]
0 Imageserert SERVER image nfo@cytomine be 20150622 Vesterday Lo [ ]
263676 jsnow sNow. Jon johnsnow@uig.ac.be 10 hours ago @EE

Note: on our demo instance, we do not provide admin codes to avoid issues due to unintentional
operations. If you install the software on your servers, an admin user will be created by our
automated installation procedure (username/password is requested during installation).

5.2.3 Upload and manage images

A user can upload images to its storage and then associate images to project(s). The user has to click
on the "Storage" button (top black bar) to access the Storage panel where he can select (drag & drop
or "Add files" dialog box) images from its local computer and link them automatically to a given
project. If multiple files are to be uploaded, start upload will upload five of them in parallel:

Cytomine ~ ©Dashboard & Projects

® Upload

Important notes !

The maximum fi
o

ally uploaded file with selected project

+ Start upload Hide selected
A storage
 Refresh
2 M records per page Search:
Filename Greated - size Acti
MULLER-LAB-ZEBRAFISH-20.jpg 2015-06-11 13h42 0.19Mo
MULLER-LAB-ZEBRAFISH-19,pg 20150611 13n41 0.18Mo
MULLER-LAB-ZEBRAFISH-18.pg 20150611 13n41 0.18Mo
MULLER-LAB-ZEBRAFISH-17.jpg 2015-06-11 13h41 0.17Mo
MULLER-LAB-ZEBRAFISH-16.jpg 2015-06-11 13h41 0.17Mo
MULLER-LAB-ZEBRAFISH-15.jpg 2015-06-11 13h41 0.18Mo
MULLER-LAB-ZEBRAFISH-14.jpg 2015-06-11 13h40 0.18Mo
MULLER LAB-ZEBRAFISH-13jpg 20150611 1340 o18Mo [opLoveD |

The bottom table lists all images uploaded to the Cytomine instance and their current status. Once it
is "Deployed", an image will appear in the user storage and selected (if any) project image list.
Some images require additional conversion steps (e.g. non-pyramidal TIFF, or multidimensional
microscopy formats supported by Bio-Formats) and will take longer than natively supported
formats. The uploaded image will also be available for other projects and the User can associate it
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to another project through the "Add Image" (blue) button in the specific Project image list:

DEMO-VARIOUS Images Annotations Properties Configuration

DEMO-VARIOUS

10 v records per page Search:

id *  Preview Name Created Action

264100 cells1.png 2015-06-11 09h26 [+ Add |

265148 cells1.png 2015-06-11 10h41 [+ Add |

265317 = cells2.png 2015-06-11 10h41 [+ Add |

265471 cells5.png 2015-06-11 10h41 [+ Add |

265569 j cells4.png 2015-06-11 10h41 [+ Add |

265667 : cells3.png 2015-06-11 10h41 [+ Add |

265761 cells6.png 2015-06-11 10h42 [+ Add |

265869 v cells8.png 2015-06-11 10h42 [+ Add |

265975 cells7.png 2015-06-11 10h42 [+ Add |

266423 g 4 LUNG1.jp2 2015-06-11 10h48 [+ Add | <o

Showing 1 to 10 of 175 entries I - 2.3 4 5 > »

An image can be removed from a project through the "Delete image" option in the drop down list
(Arrow at the right of the explore button):

® Explore
DEMO-VARIOUS  Images ~ Annotations  Properties  Configuration
[+ e
0 " records per page Search:
D v Proview Name Width (px) Height (px) Magnitude Resolution (um/pixe) User an. Algo an. Valid an. Vendor Created Status  Action
s0s162 test_upload.png 1267 720 [ unetr i ° o o uncefned | 2015-06-11 20h00 B
Explore
287404 = « 08-2.ndpi 126076 73728 0% 0227 o o 0 namamaTsy 20150611 13h18 |
it Start reviewing
— Start reviewing (Cyto)
267147 i"" w CMU-1.5v 46000 32014 20X 0.4 o o o 2015-06-11 13017 | Gopy image and annotations
= Import user annotations.
Showing 1103 of 3 entries
scription
® Download
# Rename
T Delete
@ More info
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5.2.4 Apply Cytomine-DataMining analysis modules and proofreading
Our Cytomine-DataMining analysis modules can be launched from Cytomine-WebUI. It has to be

noted that other third-party modules can be similarly launched, provided they are registered as
Software into the Cytomine-Core and described by a template of Software parameters.

Here we only illustrate the basic principles of these workflows on small ("toy") datasets. Obtaining
satisfactory recognition performances on real-world applications depends on many factors including
image variations (due to image acquisition and sample preparation protocols), and the quality and
quantity of annotations provided for training. To obtain validated training sets by multiple experts,
one might use the Inter-observer module (see below Section 6.2.5). Overall, our tool allows to
rapidly prototype such applications by using our generic algorithms described in Supplementary
Note 4. Additional research in machine learning and image analysis might produce algorithms better
suited for specific applications. Our modules allow to build models by tree-based supervised
learning, apply them on new images, edit results, and re-apply learning procedures based on
enhanced training sets.

6.2.4.1 Tissue Detection and Semantic segmentation

In this example, we want to quantify the size (area) of tumor islets with respect to section sizes in
whole slide (gigapixel) images. In order to produce these quantification results, we will apply four
registered softwares: a Tissue Section Detector, a Tumor detector learning procedure, a Tumor
detector prediction procedure, and a final procedure to output statistics (ComputerTermArea). We
use the toy project DEMO-SEGMENTATION-TISSUE.

The first step (if not already done) is to associate the Software to the Project in the Project
Configuration page (bottom of the page), in our case we begin with the TissueDetect software:

_DEMO-SEGMENTATION-TISSUE Images Annotations Properties Configuration

Softwares

Softwares

ion_Model_Builder v
Model_Builder
Model_Builder
Model_Predict
ion_Model_Predict

| Cell_Classifier_Builder

| Cell_Classifier_Finder
Cell_Classifier_Predict
Cell_Classi Validation

5/ ComputeTermArea
Landmark_Model_Builder

T| Landmark_Model_Builder_
Landmark_Model_Validation

TRIESEEETS
TissueSegment_Model_Builder
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_DEMO-SEGMENTATION-TISSUE Images Annotations Properties Configuration

U

Custom Ul Configuration

Project tabs

Annotation tab

Config tab

The user also has to activate (green) the "Jobs" tab in the "Custom UI" panel (if not already done):
Now let's consider the User wants to apply the "Detect Sample" analysis module to detect its tissue

sections. The user first click on the "Jobs" tab of the project, then on the "TissueDetect" software,
then on the "Run Job":

_DEMO-SEGMENTATION-TISSUE  Images ~ Annotations  Properties  Jobs  Configuration

@ltware description

0Segment:

Name i
2Segmentation_Model_Builder Description
5Segmentation_Model_Predict
AutoLung2

Previous/Current Jobs
TissueDstect <:|

TissueSegment_Model_Builder

TissueSegment_Model_Predict

(5 Just show jobs with no deleted data =

(=ED ‘o # Date State

on <:I No data available i table

Showing 0 1o 0 of 0 entries

Remove all data Action

W < > 9

It opens a "Launch new job" dialog box to allow the User to configure the Software parameter
values (the form is automatically build based on software parameter definition in the database).

Here, we want to associate the term "Section" to objects detected by the procedure, and we keep
default values for the thresholding algorithm:

Launch new job

Run TissueDetect on project _DEMO-SEGMENTATION-TISSUE

Name Value Required
cytomine_predict_term Section -
cytomine_max_image_size 2000
cytomine_erode_iterations 3
cytomine_dilate_iterations 3
ccytomine_athreshold_blocksize 951
ccytomine_athreshold_constant 5
Preview

Close Create new job <=

This will add an entry to the "Previous/Current jobs" panel. The job will be executed and Status is
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displayed and updated during execution. It can be seen by clicking on the "Details" blue button.
This also displays parameter values of the running job:

& Acth About Us ~

Software description

Just show jobs with no deleted data.

B “d # Date State Remove all data Action
© Runjob 305384 1 2015-06-11 20037 EEist <o

Showing 110 1 of 1 entries

Job details

Parameters

Once the job has reached the "Success" status (in roughly one minute for the two images of our toy
project running on our demo instance), one can see (by scrolling down) the objects detected by this
job by clicking on "View Predicted galleries" (blue button) that will open the Annotations tab with
the filter corresponding to this UserJob. In our case, Sections of the lung are well detected
automatically:
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_DEMO-SEGMENTATION-TISSUE  Images

Parameters

Name.
eytomine_athreshold_blocksize
cytomine_athreshold_constant
cytomine_dilate_iterations
eytomine_srode_iterations

cytomine_id_project

Showing 110 5 of 11 entries

Selected Job results

Recognition rates

« For Section (success 100 %), algo suggest:

« Average : 100.00
* Average (per class) : 100.00

Filters
bl Search in userfaigo annotations

 Soarc i reviewed anotstions

_DEMO-SEGMENTATION-TISSUE

_DEMO-SEGMENTATION-TISSUE-ONTOLOGY

JEI oo

2
v
Users

O] Lannistor Gorso (clannistor)
0 SnowJon Gjsnow)
[ Stark Eddard (sstark)

oSG eate
0Segmentation_Model_Builder
i
2Segmentation_Model_Builder

L o
g
‘5Segmentation_Model_Predict
e T T
TissueSegment_Model_Predict

“ value

051

278366

Predefined Filters

[T v e ]

Negative
Section
4 &
Ll
Tumor
Download

Search:

Type

Nurmber
Nurmber
Nurnber
Number

Number

H:: >~

The user can then validate annotations produced by this module in all project images by using
proofreading (Review) tool from the Project Image listing:

_DEMO-SEGMENTATION-TISSUE | Images

D Preview
278814 2

o
218470

Showing 110 2 of 2 entries

@

Annotation: roper

Name

LUNG2jp2

LUNG1jp2

records per page

Width (px) Helght (px) Magnitude
38012 32086
30720 25600

Search:
Resolution (um/pixe) User an. Algo an. Valid an,
o 2 o
21 2 o

Vendor Created

2015-06-11 1142

2015-06-11 11h42

Status Action

Explore

Startreviewing <0

Start reviewing (Cyto)
Copy image and annotations

Import user annotations.

= Deceription
® Download
# Rename
@ Delete

© More info

"Start reviewing" (using LUNG?2 image) opens the Explore view with additional "Review" tools in
the right Panel. The user can then first select the Job (or User) layer from which he wants to validate

annotations:
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_DEl

ANNOTATIONS PROPERTIES 4

_DEMO-SEGMENTATION-TISSUE  Images Jobs  Configuration | LUNG2.jp2

#Select| OPcint $Arow  Rectangle | Ellpse| Circle| Polygon 3 ’ Edit | Rotate | Resize | Drag [ B 4 © HIDE TooLS
+ - pe—

ANNOTATIONS PROPERTIES +

The user can then accept annotations one by one (by selecting the annotation, then click on
"Accept" or press "A" on the keyboard) or all at one (by clicking on "Accept all"). Validated
annotations are colored with the original color of the ontology Term and have green borders.
Concretely, these annotations are copied into the "Reviewed" annotations of that image:
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Configuration | LUNG2.jp2

ia | Polygon 4| # 44 =7 [Fil| Ruler | Edit | Rotata | Resize | Drag | @ 4

INFORMATIONS
POSITION +
ONTOLOGY 4

REVIEW | LAVERS +

User
Created
Tem(s) |

REVIEW | ACTION IMAGE =

MULTIDIMENSION +
‘This image has no other dimension.

ANNOTATIONS PROPERTIES +

Annotation Annotation are reviewed!

Once sections have been detected (e.g. to compute section Area), a typical application might be to
detect tumor islets within them. For that, we use the Cytomine-DataMining Semantic Segmentation
analysis module. We will exploit Tumor and Negative manual annotations to build a Tumor
detection model, then we will use the model to segment whole slide images. As for the TissueDetect
module, the software has to be added to the Project (if not already done) in the Project
Configuration panel. Then the TissueSegmentModel builder has to be run using appropriate
parameter values (in our case select the current Project identifier to download annotations, the
"Tumor" as predicted terms, the "Section" as excluded terms, and zoom level = 2). Learning is in
general only performed once in a project (using annotations coming from this project or other ones),
provided that images within a given project have similar visual appearances.

_DEMO-SEGMENTATION-TISSUE  Images ~ Annotations ~ Properties  Jobs ~ Configuration  LUNG2jp2

Sotware avaable ﬁ
0Se

ation_Model_Builder

_Model_Builder

_Model_Predict .
Launch new job

TissueDetect

eSecment Model Buider <: Run TissueSegment_Model_Builder on project _DEMO-SEGMENTATION-TISSUE

Name Value Required

ment_Model_Predict
cytomine_annotation_projects

Actions check all, uncheck all

cytomine_zoom_level
©Runjob <:|

cytomine_predict_terms.
cytomine_excluded_terms

pyxit_target_width 16

forest_min_samples_split 1

<=
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Once the Job reaches the "Success" status (in roughly one minute using our "toy" data on the demo
instance), the Tumor detection model is ready to be applied to whole-slide images. The user then
launch the TissueSegment Prediction Job using appropriate parameter values (the image identifier,
identifier of the TissueSegmentModel builder job which created the model, the "Tumor" as predict
term, the "Section" ROI term and activate the cytomine reviewed roi to only apply the model
within validated Sections, zoom_level = 2):

ﬁ Launch new job

Run TissueSegment_Model_Predict on project _DEMO-SEGMENTATION-TISSUE

Name Value Required

s cytomine_tile_size 12

T — eytorine.te_min_stddev

cytomine_tile_max_mean

cytomine_endy.
cytomine_nb_jobs. 10

cytomine_predict_term

pyxit_target_width 24

pyxit_target_height 24

pyxit_colorspace

pyxit_nb_jobs. 10

cytomine_predict_term

pyxit_target_w

pyxit_target_height 2

pyxit_colorspace

pyxit_nb_jobs, 10

cytomine_union v

cytomine_postproc v

ytomine. bufferoverlap
cytomine_union_area

ytoni min_point_for_simplify

ytomine_union_min. _point

cytomine_union_max. point 1

ytomine. b dth
cytornine_union_nb_zones_height
cytornine_mask_intsmal_holes 7

cytomine_count

cytomine_max_size 1000000

pyxit_post_classification -

pyxit_post_classification_save_to

oren <=
This procedure can take time (from minutes to hours) depending on model complexity, image sizes,
resolution level, and allocated computing resources. It will create progressively annotations in tiles
of the image. The process is running in the background and the user can perform other tasks
meanwhile. The progress can be seen visually by opening the image and selecting in the
"Annotation layer" tool the running Job, as illustrated below:
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LUNG2.jp2

olygon | MagicWand | #* |4 | =4 [Fil | Ruler | Edit | Rotate | Resize | Drag B |4 ] ® HIDE TOOLS
OVERVIEW =

INFORMATIONS 4

POSITION +
IMAGE LAYERS +

ANNOTATIONS PROPERTIES +

Then once all tiles are processed, the module will apply post-processing and an union procedure of
all overlapping geometries. Once the whole process is done (it displays the "Success" status in the
Job panel, it can take roughly 40 minutes to process this "toy" image on our demo instance), the
user can review these tumor annotations using the same Reviewing procedure as for Tissue
detection, by selecting the corresponding TissueSegment Prediction job (the "Section" annotations
can be hidden to ease reviewing by unselecting the box "Show" in the Ontology panel):

© HIDE ToOLS

. 1| Qpair 7S = dit | Rotate | Resize | Drag !
s p—

REVIEW | ACTION SELECTION +

REVIEW | ACTION IMAGE
MULTIDIMENSION +

This image has no other dimension.

ANNOTATIONS PROPERTIES
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When most of the annotations are correct, we recommend to use the "Accept all" operations that
will validate all annotations at once (they now take visually the original term color and have a green

borderi :

_DEMO-SEGMENTATION-TISSUE  Images  Amnofations  Properies  Jobs  Configuration  LUNG2,p2
. [ #Solact| QPcint #Anow  Rectangle | Elipsa| Gicle| Polygon  MagicWand 4|44 =¢'|Fil| Ruler | Edit| Rotate | Resize | Drag @ 4] @ HIDETOOLS.
+ overviw+

POSITION +

ONTOLOGY =

DEMO-SEGMENTATION-TISSUE-ON

‘Show annotations.

Show all | Hide all

REVIEW | LAYERS

Display Review layer

REVIEW | ACTION SELECTION 4

REVIEW | ACTION IMAGE =

MULTIDIMENSION
This image has no other dimension.

ANNOTATIONS PROPERTIES 4

If annotations are not satisfactory at all, we recommend to annotate manually more examples
(corresponding to observed predictions errors) and re-train a model. If only some annotations do not
fit well the regions of interest (e.g. it misses portions of several tumor islets), the user can use
proofreading tools to edit their geometries (or reject objects, e.g. tissue subtypes that are not tumor
islets). Using the "t" keyboard or the "Display review layer" checkbox, the user can switch the
display of the review layer for further inspection to look at the original tissue, and refine tumor
contours using +/-/Fill polygon operations (+ operates an union of the draw polygon with the
reviewed polygon, - subtract it):

MagicWand ¢ [ =# | Fil| Ruler | Edit | Rotate | Resize | Drag | 4| MBS @55 T X 1 Magiowand | ' [ZGl =#'| Fitl| Ruler | Edit | Rotate | Resize | Drag T 4 | "
J > oy |

Once the whole image is proofread, the user has to Validate the image (green button) in the right
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Tool panel:

REVIEW | ACTION IMAGE ==

Accept all  Reject all

Now, it is possible to use the "ComputerTermArea" software to generate statistics about Section and
Tumor area and ratios. Add the software to the project (once) in the Project configuration Panel, and
run the Job:

Softwares

Softwares ComputeTermArea v
0Segmentation_Model_Builder
2Segmentation_Model_Builder
4Segmentation_Model_Predict
5Segmentation_Model_Predict
AutoLung2
Cell_Classifier_Builder
Cell_Classifier_Finder
Cell_Classifier_Predict
Cell_Classifier_Validation

[} ComputeTermArea
Landmark_Model_Builder

T| Landmark_Model_Builder_
Landmark_Model_Validation

7| TissueDetect
TissueSegment_Model_Builder

=]

Remove

Remove

Remove

4

Remove

Remove

Remove

Remove

Then run the job, select "Tumor" and "Section" as Terms, and your image, in order to generate and
download a CSV file with statistics:

_DEMO-SEGMENTATION-TISSUE Images Annotations Properties Jobs Configuration
Software available ﬁ
0Segmentation_Model_Builder
2Segmentation_Model_Builder
5Segmentation_Model_Predict Launch new job
AutoLung2
CompueTermares < Run ComputeTermArea on project_DEMO-SEGMENTATION-TISSUE
TissueDetect Name Value Required
TissueSegment_Model_Builder cytomineHost hitp:/bo
TissueSegment_Model_Predict Terms
check all, uncheck all
Actions
Images .
©_Run job <: check all, uncheck all
Preview
L A
“ Date State Remove all data Action
” 20150812 14100 [ooito ca <
16 2015.0612 14007 [ i s
f— Ml Create new job <:I
1 2014:01-25 01185 [ oo s |
s 2013-12:18 08108 oot
Showing 1 105 of 17 entres
Ikl - B
Job details
Name  Job 17
Launched by e
Date  2015-06-12 14h09
Status
Data  Annotations
Parameters
Search:
Name 4 Value Type
cytomineHost fttpibsta cytomine.be sting
Images 1411350548372140/PGP_POUMON_PGP7_41_-_2012-08-07_12.13.50]p2 ListDomain
Terms Adénocarcinomes, Poumon ListDomain
W <El> »
Selected Job results
Filename Comment size View Download
reportz.co Report sk

@ www.cytorr

Sunmarie Area
i Tumor Socion
47420118 110572269 165047907
47420118 116572769 165947387

i
1413505483721 400 UNG2.jp2
Total

‘Summarize Number

Image Tumor Secion Toul
14/1350548372110/LUNG2 02 139 3

139 3 12
Ratio Data
Image Tumor Section Tolal
14/1350548372140LUNG2.jo2 0.285763 0.714237  1.000000

Detals

Image 1
14/1350548372140/PGP_POUMON_PGP7_41_-_2012-08-07_12.13.50p2

Tumor

Crested Area
220442.0
1614010

2012.11.29 14:10:06
2012.11.29 1410:06



5.2.4.2 Object detection and classification

In this guide, we explain how to apply an object finder procedure followed by an object
classification step, e.g. to classify positive and negative cells in cytology images. This example uses
four softwares from the Cytomine-DataMining analysis modules: classification validation,
classification model builder, object finder, and classification prediction. The provided "toy" demo
project (DEMO-CLASSIFICATION-CELL) contains two main classes of cells (10 positive in red,
10 negative in blue). The goal is to build a workflow to detect and classify these cells automatically.

First, the classification validation module allows to evaluate by cross-validation classification
performances of the image classification algorithm, given its parameter values and manual
annotations with semantic terms. It is launched as other modules through the Jobs panel of the
Project:

Launch new job

Run Cell_Classifier_Validation on project _DEMO-CLASSIFICATION-CELL
Name Value

Actions

<

Once the process reaches the "Success" state, it is possible to view recognition rates, misclassified
objects, and an interactive confusion matrix of the classifier in the Job Details (click on the Blue
"Details" button, then scroll down and click on the blue "View confusion matrix"). It is possible to
click on the confusion matrix numbers to view galleries of cell classifications. In our example, the
classifier reaches 100% recognition rate for both cell types:
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Cytomine ~ ©D:

ashboard [ Projects

OExplore M Storags

416023

413222

411085

Date

2015-06-12 14h41

2015-06-12 11h47

2015-06-12 11h3e.

State

Remove all data

Action

<~

410042 5 2015-06-12 11h38

10an
aaEng

403886 4 2015-06-12 11h36

Showing 110 5 of 8 entries

H: > »

Job details

Name Job 8
Launched by  jsnow
Date  2015-06-12 14h41
Status
Data  Annotations

Parameters

Search:

Name “ Value Type

ov_k_folds 5 Number
ov_shuffle Boolean

ov_shuffle_test_fraction 03 Number
cytomine_annotation_projects 277246 ListDomain

cytomine_dump_type 1 Number

Showing 1 1o § of 30 entries .,, s a4 s > M

Selected Job results

Recognition rates

ccss 100 %), algo suggest
e (success 100 %), algo suggest:

rage : 100.00
+ Average (per class) : 100.00

=

x Nega. Othe. Posi. total
Nega 10 100%
Othe.

Posi.

£idt

& & Ve e

The classification validation module only evaluates classification models without saving them.
Once satisfactory results are obtained, the user can build with corresponding parameter values and
save a classification model by using the classification model builder module. It will save a model on
the processing server that can be later reused by the classification prediction module (it takes less
than one minute on our demo instance using our small "toy" data):

Launch new job

Run Cell_Classifier_Builder on project _DEMO-CLASSIFICATION-CELL

Name Value Required

Actions

eytomine_annotation_projects.

Omnmn <3 checkal, uncheck al

cytomine_zoom_level

cytomine_excluded_terms.
check all, uncheck all

pyxi_targst_width 10
pyt_target_height 16
pyxit_colorspace

pyxi_n_jobs

pyxit_min_size

pyxit_max_size 1

pyxi_int

forest_n_sstimators.

forest_max_features

forest_min_samples_split

pyxit_n_subwindows

svm

cytomine_dump_type 1

eytomin o

pyxit_transpose
cytomine_predict_terms

check all, uncheck al
pyxit_fixed_size
forest_shared_mem

svm_c 1.0

.



Now it is possible to apply this model to classify annotations of an image. We thus need before to
apply an object finder to the image to create annotations corresponding to candidate objects. To ease
the choice of a thresholding algorithm, it is first possible to apply standard algorithms on-the-fly,
tile per tile, in the Cytomine-WebUI image explore view. The user needs first to add the image layer
(in the Project Configuration panel), then apply it using the "Image Layers" panel at the right of the
image Explore view:

Cytomine

DEMO-VARIOUS ~ Images  Anmnotations  Properties ~ Configuration  cells9png  ~  cellsipng  ~  cells6png

Configurations ﬁ
Image filters
General Configuration
Voo Managomont e <=
Default Layers Configuration Bnay v
Custom Ul Configuration Binary
Magic Wand Configuration Huang Threshold
¥ Image fiters <A Intermodes Threshold

Li Threshold nold
MaxEntropy Threshold
Mean Threshold
MinError(l) Threshold
Minimum Threshold
Moments Threshold
Otsu Threshold
RenyiEntropy Threshold
Shanbhag Threshold
Triangle Threshold

Yen Threshold
Percentile Threshold
H&E Haematoxylin
H&E Eosin

HDAB Haematoxylin
HDAB DAB

Softwares

To apply the Object finder module on an image to create annotations, the user needs to add the
software to the project (once), then launch it. It will create annotation objects in the corresponding
job layer (here we use zoom level=1 and adaptive thresholding algorithm on cells1 image):
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Cytomine

DEMO-CELLS  Images  Annotations  Properies  Jobs  Configuration  cellst.png

Run Cell_Classifier_Finder on project DEMO-CELLS
® Custom form
Pre-filled form with job template (Not available: no Job template)

Name Value Required

cytomine_id_image

cytomine_tile_size
cytomine_zoom_level 1
cytomine._tile_overlap.

cytomine_filter adaptivo
cytomine_union_min_length 10
cytomine_union_bufferoverlap

cytomine_union_area
cytomine_union_min_point_for_simplify 1000
cytomine_union_min_point

cytomine_union_max_point 1000
cytomine_union_nb_zones_width
cytomine_union_nb_zones_height

cytomine_predict_term

cytomine_min_area

cytomine_max_area 10000

Once the job has reached its "Success" (less than one minute for one image on our demo instance)
status, detected objects can be seen in "View predicted galleries" (blue button in the "Details" of the
job) or directly in the Explore view of that image:

Now, we can apply a classifier to these detected objects in the image, by launching the classification
prediction module (Cell Classifier Model Predict), using the previously built classifier model, and
the previously found candidate annotations (using the identifier of the job which generated these
objects):
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Cytomine @ Dashboal

DEMO-CELLS mages  Amnotations  Properties  Jobs

Software available
Cell_Classifier_Builder
Cell_Classifier_Finder

Call Classifier Predict o=

Cell_Classifier_Validation

Actions

ORunicd <GF=1

Configuration  cells1.png

Launch new job

Run Cell_Classifier_Predict on project DEMO-CELLS
® Custom form

Pre-filled form with job template (Not available: no Job template)

Name Value Required

model_id_job
cytomine_id_image
cytomine_zoom_level
cytomine_id_userjob

cytomine_dump_type

<=

Once the classifier has reach its "Success" status (it takes less than one minute on our demo instance
using annotations detected in cellsl.png image), it is possible to visualize its classifications (as

another job layer, either in the Explore view, or as "Predicted galleries" in the Annotation tab
through the Details of the job).

DEMO-CELLS  Images  Annotations = Properties  Jobs

Filters

DEMO-CELLS

DEMO-CELLS
]
O Othet

]

users
O Hoyoux Renaud (thoyoux)
O Marbe Raphasl (rmarce)

DEMO-CELLS

Cell_Classifier_Finder

= cell_Classifier Predict
cH <=
=) 1306 2015 :56:02
=) 13 06 2015 20:51:33
Cell_Classifier_Builder
Cell_Classifier_Validation

ard  EProjects @Explore M Storage

Configuration

Predefined Filters

Undefined
Multiple
Negative

. - - - - - ?- .- - - - - -

. » » & X s - -~ - ~
3 -9 ;
. g
hd o

Positive

T

In this toy example, the classifier perfectly classifies cells (one positive in green, others negative).
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©HIDETOOLS

JOBS TEMPLATE +
MULTIDIMENSION 4
This image has no other dimension.

ANNOTATIONS PROPERTIES 4

As in the tissue detection application, these annotations can be reviewed by an expert. We have
developed a specific "Review (Objects)" module to review object classifications in a more efficient
way. It can be launched from the Project image listing:

o [+ s | S
5 M records per page Search:
130780 coletong 2405 1975 r o o 0 2015-06.07 12030
Showing 6 to 9 of 0 entries. ] < 1

This module allows to select a user/job layer and displays galleries of its predictions (using
pagination across all annotations). The user can then either accept these classifications, or correct
them by drag'n'drop into visual boxes corresponding to the correct term. Validated and corrected
annotations are copied to the Review layer of that image.
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) ) ot 2
Review for project DEMO-CELLS S
You arereviewing image cellstpng ed

5> User: | Cel_Classifier_Predict 2015-06-14 11ha2 v Term: Al eraois0e1s

Your last review for this project:

©

Negative)

Open | Accept Open | Accept Open | Accept

‘

No data to display

5.2.4.3 Landmark detection

In this guide, we explain how to use the landmark detection module on a "toy" dataset of Zebrafish
embryo images. This example uses two softwares from the Cytomine-DataMining analysis
modules: Landmark Builder and Landmark Predict. The provided "toy" demo project (DEMO-
LANDMARK-ZEBRAFISH) contains five landmarks for 20 images, and 10 unlabelled images.
The goal is to build a workflow to detect these landmarks automatically in the unlabelled images.

This module uses examples of landmarks positioned in images to build landmark recognition
models. Here is an example of 5 manual landmarks on Zebrafish alizarin red images:

_DEMO-LANDMAR...AFISH-TRAINING  Images  Annot: s Jobs  Configuaion  MULLER-LAB-ZEBRAFISH-2.

. =Y Ooint| tavow  Rectangle| Elipss| Cicle| Polygon | MagioWand | 4|4 | = [Fil| Ruler | Edit | Rotate | Resize | Drag | 4 @ HIDE TOOLS

+ OVERVIEW +

= INFORMATIONS +
POSITION +
IMAGE LAYERS +

ANNOTATIONS LAYERS =

o
. Snow Jon (jsnow) ()8
l, onToLoGY =
] B _DEMO-LANDMARK-O!
B LANDMARK-1 | (
- LANDMARK:
M LANDMARK
. N LANDMARK
1 B LANDMARK
 Show annotations without terms
o JOBS TEMPLATE +
MULTIDIMENSION

This

ANNOTATIONS PROPERTIES +

As previously, to launch the learning procedure, the user first needs to add the software
Landmark Model Builder to its project (if not alreay done) in the Project Configuration panel:
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Softwares

Softwares LandMark_Predict v <= <:

LandMark_Builder Remove
LandMark_Predict Remove

Then, it launches the training algorithm (the algorithm will use all landmark UserAnnotations from
images of this project):

_DEMO-LANDMAR.. AFISH-TRAINING

Launch new job

Actions Run LandMark_Builder on project _DEMO-LANDMARK-ZEBRAFISH-TRAINING
©_Aun job <: © Custom form

Pre-filled form with job template (Not available: no Job template)
Name. Value Required
cytomine_id_term

model_njobs 10

model_R

model_RMAX

model_P

model_npred

model_ntrees 100

model_ntimes

model_angle

model_depth o

model_step

model_wsize

Cioss <a
This procedure will generate a model to detect a single landmark. If multiple landmarks have to be
detected, the training procedure should be repeated for other landmarks. Once a job has reached the
"Success" status (it takes roughly 5 minutes per landmark on our demo instance with default
parameter values), its model can be used to predict landmarks in other images. In this guide, we
created models for landmark 1 to landmark 5 using 20 manually annotated images.
Applying models to predict landmarks is done by launching the Landmark Model Predict module
and by selecting the previously build models:

_DEMO-LANDMAR.. AFISH-TRAINING Images Annotations Properties Jobs Configuration
Software available ﬁ
LandMark_Builder
LandMark_Predict <:|
Actions Launch new job
®©.Run job <:|

Run LandMark_Predict on project _ DEMO-LANDMARK-ZEBRAFISH-TRAINING

® Custom form

Pre-filled form with job template (Not available: no Job template)
Name Value Required

models_id_job

check all, uncheck al

<=

In our case, it will create Point annotations corresponding to the five predicted landmark positions
in all 30 project images (it takes roughly 12 minutes on our demo instance with default parameter
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values). Here we illustrate predictions for a training image (the Figure shows both manual and
predicted landmarks to assess position precision, one can observe slight shifts only) and an
unlablled image for which no manual annotation was provided for training the model:

DEMO-LANDMA

MULLER-LAB-ZEBRAFISH-6.

=
=

ANNOTATIONS PROPERTIES 4

As with other modules, the user can now proofread these detections on new images. From the
listing of images of the project, the user selects the "Review" function:

@ Explore
iy S
" records per page Search:
D preview Name Weth () Helght(px)  Magnitude  Resolution (mipixe)  Useran Ngoan  Vaidan  Vendor  Created Stws  Action
480316 MULLER-LAB-ZEBRAFISH-31.jpg 2576 1932 o 8 o 2015-06-15 15h45
480310 MULLER-LAB ZEBRAFISH-32 pg 2578 e 0 s ° 2015-06-15 15has <A
480504 MULLER-LAB ZEBRAFISH-33,p9 2570 1022 0 . o 2015.06-15 15045
MULLER-LAB ZEBRAFISH 34 g o . 0 2015.06-15 15h4
480202 MULLER-LAB-ZEBRAFISH-35 jpg 2576 1032 o s 0 2015-06-15 15h45 | =
o]
480286 MULLER-LAB-ZEBRAFISH-36.jpg 2576 1982 o 8 o 2015-06-15 15h45 | <
@ Delete
@ wore inf
480280 MULLER-LAB-ZEBRAFISH-37 jpg 2576 1032 o 1 o 2015-06-15 15h45 e
480274 MULLER-LAB-ZEBRAFISH-38.jpg 2576 1032 o 8 o 2015-06-15 15h45
MULLER LA ZEBRAFISH 39 g o . 0 20150615 15h4
aso216 MULLER LA ZEBRAFISH-40 g 2570 1022 0 . o 2015.06-15 15144
Shoning 1 t0 10 of 30 etries H:: >~

It opens the image in the Explore view with reviewing tools activated. The user first selects the
UserJob layer in the right panel. When most of the landmarks are well detected, we recommend to
use the "Accept all" function (Points now have a green border) and then use the "Drag" tool (click
on the landmark to edit) to move landmarks that are not well detected only:
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MULLER-LAB-ZEBRAFISH-31

Edit | Rotate | Resize | Drag | | 4+ © HIDE TOOLS
OVERVIEW +
a INFORMATIONS 4

POSITION #

ONTOLOGY +
REVIEW | LAYERS +

. LN

Snow ) review edited in
2661-0b6-4b69-8202-

Once all landmarks are well positioned, the user validates the image (green button). Reviewed
landmark positions can later be exported (using the Export Landmark job) to derive morphometric
measurements.

5.2.5 Textual search

In addition to content-based image searching and user interface tools to filter annotation based on
semantic terms, it is possible to perform textual searches through Cytomine-WebUI using
http://demo.cytomine.be/#search-

Searching will be performed across data entities (projects, images, annotations, domains, properties,
descriptions) that are accessible by the user. In the example below, the user looks for “Laboratory
Tumor Development Biology” and the search engine displays a project that contains these words in
its description:

There are 1 result
Project DEMO-SEGMENTATION-TISSUE

description [.#39;5 LABORATORY (LABORATORY of TUMOR &
! d%ia DEVELOPMENT BiL...ry (LABORATORY of TUMOR & View detals » DElGIS Seicctad ter
LT eced

g DEVELOPMENT BIOLOGY, GI[...Jong>L ABORATORY of Do you want to create a new fiter 2

TUMOR & DEVELOPMENT BIOLOGY, GIGA-Cancer,
Univers[...Jry of TUMOR & DEVELOPMENT BIOLOGY, Name.
cur

GIGA-Cancer, University of L[...] _
‘Save current filter

Filter by project
Filter by domain

Show Al Only Project  Only Image  Only Annotation

Where to search

Show Al Only Domain  Only Property  Only Description

5.2.6 Online users

Cytomine can perform the tracking of all user activites (user positions in images are stored in the
database) that e.g. allows multiple users to follow remotely another user observation paths and
actions. Online users appear in the project dashboard, and in the Explore Annotation layers panel.
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http://demo.cytomine.be/#search-

DEMO-SEGMENTATION-TISSUE ~ Images A s Properties

[E DEMO-SEGMENTATION-TISSUE

Ontology _DEMO-SEGMENTATION-TISSUE-ONTOLOGY Description
2 This projects contains whole-slide histology (H&E) images of mouse lungs provided by Didier Cataldo's
21 laboratory (Laboratory of Tumor & Development Blology, GIGA-Cancer, University of Liége).
ations 908
Reviewed annotations 150

See full text and edit

See users

I:> L ONLINE USERS

Snow Jon (jsnow)
LUNG2 jp2
i

5> Lamnistr Garse it

Snow Jon (jsnow)

It is possible to follow another online user (in green) by checking the closest box next to the user
name. Once the followed user moves in the gigapixel image or creates an annotation, the following
user explore view will move to the same position and display novel annotations. Geographically
distributed users can thus discuss remotely in front of the same image areas (using e.g. instant
messaging or phone calls).

® Explore

NTATION-TISSUE  Images  Annotaions  Properties  Jobs ~ LUNG2jp2  ~  LUNGLjp2

Qpoint| #Amow | Rectangle | Elipse | Circle  Polygon | MagicWand | /' 44 =4 Fil| Ruler Edit Rolale Resize |Drag| @4 © HIDE TOOLS

INFORMATIONS +
POSITION #
IMAGE LAYERS +

ANNOTATIONS LAYERS 4

Lannister Cersei (clannister) (10)&]

ONTOLOGY +
MULTIDIMENSION +

This image has no other dimension.

ANNOTATIONS PROPERTIES +

Start following Snow Jon (jsnow)

5.2.7 Blind assessment

5.2.7.1 Blind configuration
Cytomine has a blind mode that can be activated by administrators of a project in its Configuration

Panel. This option will hide (for non-admin users) in Cytomine-WebUI image names (in the Image
listing, the Explore view, ...) so that the user quantifying experimental outcomes is blinded to the
experimental setting that might appear in original filenames. This option also hides user activities
and annotation statistics. This option might be used to reduce bias in analyzing imaging data.
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Configurations General Configuration

¥l General Configuration
Hide admins layers
ieck "Hide admin layers", a "simpls" project user will not b able to ses the layer of a project admin. A project admin wil sill bs able to see all

¥ Softwares Hide users layers
@ Private Annotation Tools Configuration If you check "Hide user layers", a "simple” project user will not be able to see

D> @ sinavode

an other user. A project admin will stil be able to see all layers.

1f blind mode is enabled, a user wil not see image filename. The filename will not influence his work. Filename potentially contains the type of experiment.

Read-Only project

If you check read-only project, a "simple” project user will not be able to add/edit or delete data except annotation on his own layer. A project admin will sill
be able to see to add/edt or delete data for this project.

DEMOSEGMENTATIONTISSUE  Images  Amnotations  Propertes Jobs_ [BLINDI278814
records per page Search:
B Preview Name With(p%)  Heght()  Magnitude  Resolution (umipixe) Useran Algo an Valigan. Vendor Greated Sttws  Action
278814 =>[5L\Nn1z7asm 38012 32256 o 008 150 2015-06-11 11h42
%’@
278476 a [BLIND]278476 30720 25600 21 2 o 2015-06-11 11h42
$a =

DEMO-SEGMENTATION-TISSUE Images Annotations Properties.
$ ACTIVITY
Lastcommands  Lasttasks

:> Not available in blind mode!

lt ANNOTATIONS VS TERM

D> Notavailable in blind mode!

ot ANNOTATIONS VS TERM

|:> Not available in blind mode!

5.2.7.2 Cytomine-IRIS: Measuring Inter-observer Reliability

In contrast to the intentionally collaborative nature of the Cytomine-Core and Cytomine-WebUI
annotation modules, Cytomine-IRIS, the inter-observer reliability study module, provides an
intuitive web interface for blind assessment of annotations. It is based on the public Cytomine
REST API described in section 6.3 to leverage existing Cytomine backend functionality like project
and user management, or annotation services for manipulating ontology terms of annotations. On
the other hand, it provides a completely decoupled user interface. In addition to the basic project
configuration done using the regular Cytomine-WebUI, particular projects and images can be
disabled per user on IRIS, such that for example within existing projects only few images are used
for assessing the inter-observer reliability among particular users.

IRIS Installation

Since Cytomine-IRIS is an additional module, multiple instances of IRIS running on different
servers can be connected to a single Cytomine-Core server. Thus, the installation of IRIS differs a
bit and is detailed on https://github.com/cytomine/Cytomine-IRIS.
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In contrast to previous sections, this user guide is based on larger dataset not yet publicly available
and therefore it is not directly reproducible on our demo instance (http:/demo-
iris.cytomine.be/iris/index.html#/) but main functions are presented here to allow users to apply
these concepts on a reduced “toy” dataset or on their own data.

Annotation Labeling and Reviewing

The structure of a standard Cytomine project is reflected in the workflow of IRIS: once a user logs
into IRIS, a list of available projects is shown, where particular projects may be disabled just for
this IRIS instance. In order to start labeling, the user opens a project and views a list of available
images which contain the annotations:

Cytomine RIS  [El Projects

You are working on: Project [IRIS_DEMO] > Image [[BLIND]151637994] > Annotation [151638900]

You have access to n project on IRIS.
Name Created ~ # Images # Annotations Mode Actions Info
IRIS_DEMO 2014-12-21 14 155 o
IRIS_EMPTY-PROJECT 2014-12-04 0 0 (]
MEDUNIGRAZ-BONE-MARROW 2014-10-03 56 4171 — @ o
SVS-J2K 2014-02-04 5 1 ‘
MEDUNIGRAZ-BONE-MARROW-DEV 2014-01-14 4 144

‘ A Coordinator Request

Showing project 1 to 5 (5 in total) & Request Access

The image table also reflects the overall labeling progress within each image and provides functions
for sorting and filtering. For example, this enables the user to filter out all images, where
annotations are left to be labeled. This is particularly useful in situations where the study protocol
requires all users to label all annotations, or when there are lots of images in a project.

Cytomine IRIS Cdimages W La

You are working on: Project [IRIS_DEMO]

D Preview Name Maqniﬁcalinn FFDQTQSB - Actions
m Hide completed
151637961 ﬂ = I [BLIND] 151637961 40X e
151637967 1 i [BLIND] 151637967 40X (. N W N Y StnLaveing  ~
| s
— B
151637987 n =3 I [BLIND]151637987 40X Lo
—_— 5
151665529 | [BLIND] 151665529 40% (A MY NN
151637955 &% [BLIND]151637955 20 62% g
-
151637994 E I [BLIND] 151637994 40X 52%
Start Labeling

151637949 ﬂ e I [BLIND] 151637949 40X L%

The annotation labeling can be performed per image in a dedicated view by selecting “Start
Labeling” from the rightmost column. Image zooming and panning is available like in the main
Cytomine-WebU]I, allowing proper exploration of the image context of an annotation in order to
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make an informed decision about the label. The user can hide annotations where a label already
exists and thus just navigates through unlabeled annotations, while their order is preserved.

Navigation among annotations can be done either using the buttons above the image view or by
pressing the keys “n” for the next, or “p” for the previous annotation. A label is assigned by simply
selecting the term in the table on the right hand side, which is basically a flat representation of a

possible hierarchical ontology:

% Labaling

You are working on: Project [IRIS_DEMO] > Image [[BLIND]1516379394] > Annotation [151638900]

# Hide completed 23 more to go 54%
Assign a label by selection "Remove label |
| = Previous. | ” m Name - Category/Class
% E01_Pronormoblast Erythropoiesis
L} E02_Basophilic Normoblast Erythropoiesis
E03_Polychromatophilic Normoblast Erythropoiesis
E04_Orthochromatic Normablast Erythropoiesis
E05_Reticulocyte Erythropoiesis
EO06_Erythrocyte Erythropoiesis
GO1_Myeloblast Granulopoiesis
GO02_Promyelocyte Granulopoiesis
GO03_Myelocyte Granulopoiesis
GO04_Metamyelocyte Granulopoiesis
GO05_Band Cell Granulopoiesis
GO06_Granulocyte Granulopoiesis
MO1_Megakaryocyte Megakaryopoiesis
View In Cytomine Il | 200 Unknown root
Z01_Lymphocyte root
Z02_Plasma Gell root
B z99 Background root

It is convenient to view annotations in a gallery-like view per ontology term, which can be done by
selecting “Annotations” from the menu bar at the top. This enables users to visually filter out
outliers that do not comply e.g. with the appearance of the majority of annotations having the same
label. Moreover, the gallery can display annotations across different images in a project and
provides several methods to correct the label either directly or by navigating to the labeling view, if
more context around the annotation is required. Multiple objects can also be re-assigned labels at
once, which drastically reduces the time of manually navigating to the corresponding images and
finding these annotations in the labeling view.
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‘You are working on: Project [IRIS_DEMO] > Image [[BLIND]151637994] > Annotation [151638900]

Label and Image Filters E03_Polychromatophilic Normoblast 5202354 9 Annotanons Uncheck all

Ontology: BM-01 [[Z23

- ; o8 ‘\ |
; f ’
200U
O z00_unknown P‘- .. ‘ . -t

[ 201_Lymphocyte
(] 202_Plasma Cell
O 299_Background MO01_Megakaryocyte 95202372 13 Annotations Uncheck all
¥ Erythropoiesis
(] EO1_Pronormoblast
[ ] EO02_Basophilic Normoblast
M E03_Polychromatophilic Normoblast
[ EO04 Orthochromatic Normoblast
(]| E05_Reticulocyte
[J E06_Erythrocyte
¥ Granulopoiesis
[ GO1_Myeloblast
G02_Promyelocyte
G03_Myelocyte
G04_Metamyelocyte
G05_Band Cell

ajslsls

] G06_Granulooyte
¥ Megakaryopoiesis
& Mo1_Megakaryocyte

Uncheck all Collapse all

IRIS Sessions

In some scenarios, a single image may contain hundreds of annotations that sometimes cannot be
assessed at once. Finding the exact annotation to continue is tedious and thus, IRIS preserves the
current status of labeling across logins in sessions, such that the user can continue labeling at the
exact same point where the application has been left last time. This can be done by simply going to
any IRIS page and clicking on the current image name below the menu bar, or pressing the “r” key
on the keyboard, which takes the user back to the labeling view in order to resume the labeling.

Interface Documentation: Help Pages

Each view in IRIS has a dedicated help page that is accessible from the main menu bar (top right
corner) or by pressing the “h” key. The pages contain instructions on how to handle the interface.

IRIS Project Coordination

The standard Cytomine user management is extended in IRIS by granting special rights to particular
users: the IRIS project coordinators. Each user can request to become a project coordinator and they
are authorized once as such by the administrator of the IRIS instance. Coordinators are able to view
and visualize project statistics such as histograms of assigned ontology terms for all users or
annotation agreements. Each of these visualizations also comes with a variety of filters for
particular users, ontology terms and images. Moreover, they can manage project and image access
settings for all users and authorize other users to become a project coordinator. Communication
among access request and authorization is handled via email, using the email address encoded in the
Cytomine User Account page.

Dashboard: User Statistics

The distribution of assigned terms can be evaluated for one or more users in the Statistics
Dashboard of each project from the project table (project coordinators). This enables a quick
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examination, for example, of whether one or more users are biased towards assigning a particular
label. This also gives a clear picture of how many terms have already been assigned by the users
with respect to the total number of assigned terms and the total number of available annotations.

Cytomine IRIS

You are working on: Project [IRIS_DEMO]

User Statistics

Annotation Agreements

( ~
Project Users < Refresh
heck a Uncheck all . -
Kainz Philipp 26.0
Ontology: BM-01
A User labeled: [ETZ) 200 G01_Myeloblast
Annotations with labels: 116 s 9
< .
E Z00_Unknown h W W7 W W =4
e 2 100
&  201_Lymphocyte Annotations in total: 154 i
66%
M Z02_Plasma Cell 50 .
Z99_Background 0.0 & @ 0 o 3 ey N e & ey & @ e 2 e
o ep 0 o o gﬂ""& & ‘G@\aﬁ P \\.:\Dd‘ e ot g ot 8o et
P Erythropoiesis _Ld»\}‘ B e T s o o« o \W@‘d SN
> L2 P 2 W A ¢ o X - - - [cXd P
¥ Granulopoiesis o g g 0"/%35&“ N,a\u@“\ 05 <« € Fgmt @ feaatd o
o
& GO1_Myeloblast e“""voﬁﬁ“(@ﬁ,@
o
| EEEEmTEn Ontology Terms
™ G03_Myelocyte
™ GO4_Metamyslocyte
o G05_Band Cell Marée Raphaél 10
™ GOB_Granulocyte User labelec: [ .
P Megakaryopoiesis 3 . )
Annotations with labels: 116 g s
S, 2
i Pl g 0s
Annotations in total: 154 T
Uncheck all Collapse all
0.2
Images 0.0
i o e N Y N =y Y & & £y & @ @ ny e
 [BLIND]151665529 o & Bﬁ\ac‘“*@dﬁd P d‘“@e‘ﬁw‘ P gy ﬂ\“‘rﬁ*\ 0 *e\oﬁ“ \‘a\od\ e %Bnaoe o
T o I T P - RIS -
#[BLIND]151665521 ~° ,Ln\)' LB’L? 190 o ba e « o D((\a\\c 2055" P C’“\/oﬂﬁ”f‘ Ge'ieoh)w\ e oo
2 i
o

@ [BLIND]151665515
# [BLIND]151665509

# [BLIND]151665503 Ontology Terms

The coordinator can combine several filters (users, ontology terms, images) to meet the current
requirements of the query.

Dashboard: Observer Agreements per Annotation

Inter-observer variability of labeled annotations can be visualized in the Statistics Dashboard of a
project by selecting the tab titled “Annotation Agreements”.

Cytomine IRIS

You are working on: Project [IRIS_DEMO]

User Statistics

=
< proec s

Ontology: BM-01

Annotation Agreements

Uncheck all Agreement Level [l 0 users (0%) Showing annotation 1 to 10 (101 in total)

o Annotations Users
Preview Agreement masslaber pkainz rmaree
E Z00_Unknown G03_Myelocyte, assigned by 1 of 1 users slocyte
M Goa Myslacyte A100% (1 ) )
&  201_Lymphocyte K¥arning: This label has been assigned by [EJ] user only!
Z02_Plasma Cell

g - -

E 299_Background
O B (% = T e [[] E02_Basophilic Normoblast [0 Goz2_Promysiocyte

@ E01_Pronormoblast G02_Pramyelocyte A50% (1)

™ E02_Basophilic

E03_Palychromatophi A 100% (1) D EO03_Polychromatophilic Nermoblast

Normoblast TR
@ E03_Polychromatophilic E‘ ]

Normoblast

From the filter panel on the left hand side, a coordinator can construct the query and a list of
annotations is shown. In addition, this result list can be filtered by annotation agreements using the
“Agreement Level” slider at the top of the list. This slider's maximum value corresponds to the total
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number of observers that assigned any label in the query. So if the slider is moved to the right, the
agreement level increases and filters out annotations, where at least » or more observers are
agreeing on one or more terms. Moving it to the right usually shrinks the list and hence all
annotations in the smaller list have a higher level of inter-observer agreement.

Cytomine IRIS ElProjects  Edlimages % Labeling i Annotations ©Help A Kainz Philipp (pkainz) ~

You are working on: Project [IRIS_DEMO]

User Statistics Annotation Agreements

< ~
Project Users > Refresh

BESE| uncheckal Agreement Level =) 2 users (67%) Showing annotation 1 to 4 (101 in total)

Ontology: BM-01
Annotations Users

L
Preview Agreement masslaber pkainz rmaree
Z00_Unknown e ————————————— .

E 201_Lymphocyte 4 E04_Orthochromatic N. 67% (2) [ E04_Orthochromatic Normoblast [ E04_Orthochromatic Normoblast [] Got_Mmyeloblast

& 202 Plasma Cell GO1_Mysicblast A33% (1)

E 299 _Background EO01_Pronormoblast, assigned by 2 of 3 users

e —— » EO1_Pronormoblast EO1_Pronormoblast EO05_Reticulocyte

¥ Erythropoiesis . E01_Pronormablast 677K [ O O

@ E01_Pronormablast 3 LD s (1)

™ E02_Bascphilic
Normoblast B Ec2 Basophilic Nomo. 100% (2) [ E02.Basophiic Normabiast [0 eo2_Basopnilic Normablast

@  E03_Polychromatophilic

Normoblast

5.3 Usage (API documentation)

Cytomine documentation is available on http://doc.cytomine.be/

A documented RESTful API is continuoulsy updated and accessible online at
http://demo.cytomine.be/restApiDoc/?doc_url=http://demo.cytomine.be/restApiDoc/api#

If you install your own Cytomine instance, this documentation is also automatically installed on
your server by our automated installation procedure and then available at:

http://$CORE_URLS$/restApiDoc/?doc_url=http://SCORE_URLS$/restApiDoc/api#

This API is used both by Cytomine-WebUI (including Cytomine-IRIS) and Cytomine-DataMining
analysis modules. It can also be used by third-party software to extend the software for specific
purposes. Code examples that encapsulate http requests in Java and Python are provided here:
*  https://github.com/cytomine/Cytomine-java-
client/tree/master/src/main/java/be/cytomine/client/sample
*  https://github.com/cytomine/Cytomine-python-client/tree/master/client/examples

Adding novel softwares and activate them in the Cytomine-WebUI can be done following
instructions available from

http://doc.cytomine.be/display/ALGODOC/Extensiont+with+new+softwares and examples
provided here:

*  https://github.com/cytomine/Cytomine-java-
client/blob/master/src/main/java/be/cytomine/client/sample/SoftwareExample.java

Creating novel web applications communicating with Cytomine components can be done starting
from our simple web application template available from: https://github.com/cytomine/Cytomine-

sample-webapp

To better understand communication workflows, web users can inspect communications between
their web browser and Cytomine components through the "Network" tab in the "Inspect Element"
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(Google Chrome)/"Inspector" (Mozilla Firefox) module of their web browser:

®Explore

EGMENTATION-TISSUE ~ Images  Annotations  Properties  Configuration

Predefined Filters

AT .
° ExTrTT
| search n reviewed annotations |
Undefined

) Multiple

~ DEMO-SEQMENTATION-TISSUE-ONTOLOGY
2 Negative
@
2

-
B v Cor (oo
v e

[ Stark Eddard (ostark) .

Q [ Elements | Network| Sources Timeline Profiles Resources Audits Console o 2> f# O,%

® oV = = ns: 0 preserve log. O Disable cache

M) X4R Scipt Syl Images Media Fonts Documents WebSockels Other  Oide data URLs

Name Method Staus yoe ntitor size time Timeine . . . .
amor iprject-2TA6GEna Term i e ol o 20 i jQuery-203 minjse i T i3

] annotation; 2 3676 20 s jauery-203 minjse esms 1
amotaton,sonvs 20 e juery 203 minis6 @ms 1

[ anwotas 200 o e 203miniss A 1

] onnotaton sonprec 20 jquery-203 minjss 1

] smmotatonjsonza 20 oo R 1
amotationson 20 e juen-203 minjse 1

] annotation 2 20 e ery203 minjs6 1
‘annotationjson?&proiect=27 200 e juer-203 minjs6 1
sonotston, oS 7 ]

85 requests | 26MB anslerred

B os2nm E s .

Aonui

In addition, the API online documentation includes a "Playground" for each web service that allows
the user to test server responses according to user input (e.g. here we use the service to get
annotation description given an annotation identifier):

APIINFO USER ANNOTATION SERVICES PLAYGROUND

catoni json B Acoopt

© application/json

T R Path /api/userannotation/{id. json
P e — Description  Get a user annotation Path parameters
RestProjectDefauitLayerController Method = id 152028410
abstract image services Produces

ac services

application/json

F——

d Required: true

algo annotation services
annotation filter services
annotation index service
annotation term service Type: long Responsetext  Responseinfo  Requestinfo

attached services Description: The annotation id

description services Response object
discipline services Object user amotation “class": "be.cytomine.ontology.UserAnnotation”
generic annotation services Errors id": 152928410
o "created": "1422535263409"
EREUED 100 Bad Request: missing parameters or bad messags format “updated”: null
image fiter project services "deleted"

e therpros 401 Unauthorized: must be auth Gkl il

"location": "POLYGON ((24608 20586, 24638 20584, 24642 20580, 24686 20572, 2468

03 Forbidden: role error 8 20568, 24766 20546, 24806 20540, 24838 20528, 24874 20524, 24946 20504, 24958 2
0504, 24964 20500, 25018 20438, 25018 20484, 25030 20480, 25054 20476, 25094 2045

2, 25120 20430, 25150 20420, 25176 20396, 25188 20392, 25210 20374, 25222 20370,
image sequence services 25222 20366, 25236 20362, 25240 20356, 25260 20352, 25270 20344, 25292 20310, 252
92 20220, 25284 20192, 25266 20176, 25254 20172, 25226 20152, 25222 20144, 25198
20124, 25162 20108, 25154 20096, 25130 20090, 25124 20076, 25114 20074, 25094 200
58, 25086 20036, 25082 20036, 25074 20018, 25034 19988, 25006 19980, 25002 19976
24990 10076, 24970 19966, 24390 19944, 2452 19940, 24882 19936, 24870 19936, 248
56 19926, 24846 10924, 24842 19916, 24820 19896, 24800 19888, 24704 19880, 24784
10876, 24774 19876, 24730 19856, 24698 19848, 24696 19844, 24626 10828, 24558 198
20, 24544 19820, 24526 19832, 24514 19834, 24504 19844, 24404 19844, 24434 19868,
nested image services apiluserannotation/{d) json 24434 19872, 24420 19882, 24410 19904, 24398 19920, 24388 19920, 24386 19924, 243
78 19926, 24362 19954, 24356 19958, 24346 19980, 24342 19980, 24334 20018, 24326
20032, 24326 20040, 24312 20064, 24306 20098, 24286 20168, 24286 20208, 24298 202
24, 24318 20264, 24332 20278, 24334 20290, 24342 20298, 24342 20304, 24354 20318,

image group services

image instance services 04 Object not found

job parameter services apifu

nnotation json
job services

job template annotation services fapiluserannotation json

job template services

Ham

Japifuserannotation/{id].json
message broker server services.

ontology services.
/apiluserannotation/{id)icrop json
project services

properivesiioes api/project/{id}/userannotation/download 24380 20400, 24404 20436, 24418 20486, 24438 20516, 24476 20552, 24482 20552, 244
relation services 98 20572, 24510 20576, 24512 20580, 24608 20586))"
apituser/{id)/userannotation/count json vinage": 7889170

relation term services
"geometryCompression”: 2.5

"project”: 7873585
"container™: 7873585

reviewed annotation services Japifannotation/{userannotation)/comment json

ol annotation services.
‘apifannotation/{userannotation)/comment/{d] json
sample services
"nbComments": 0
"area": 223768

search engine ffer services apilannotation/{userannotation)/comment json
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The following table give some examples of URLs to export data (e.g. using jsnow username

account on demo.cytomine.be):

URL example Description
http://demo.cytomine.be/api/user.json List of users (JSON)
http://demo.cytomine.be/api/user/263676.json | Description of a specific user (JSON)
http://demo.cytomine.be/api/project.json List of projects (JSON)

http://demo.cytomine.be/api/project/528050.json

Descrpition of a specific project (JSON)

http://demo.cytomine.be/api/project/528050/ima
geinstance.json

List of images in a specific project (JSON)

http://demo.cytomine.be/api/imageinstance/5284
60.json

Description of a specific image (JSON)

http://demo.cytomine.be/api/abstractimage/5281
20/thumb.png?maxSize=1024

Thumbnail of a specific image (PNG)

http://demo.cytomine.be/api/annotation.json?
&project=528050

List of annotations in a specific project (JSON)

http://demo.cytomine.be/api/annotation.json?
&project=528050&term=>528044&users=26367
6&images=528132

List of annotations of a specific ontology term,
in a specific project, for a specific user (human
or userjob), in a specific image (JSON)

http://demo.cytomine.be/api/annotation/528401.]
son

Description of a specific annotation (JSON)

http://demo.cytomine.be/api/userannotation/528
401/crop.png

Crop image of a specific annotation (PNG)

http://demo.cytomine.be/api/userannotation/528
401/crop.png?increaseArea=2

Crop image of a specific annotation (PNG) with
context

http://demo.cytomine.be/api/userannotation/528
401/crop.png?zoom=2

Crop image of a specific annotation at zoom
level 2 (PNG)

http://demo.cytomine.be/api/userannotation/528
401/crop.png?zoom=2&mask=true

Crop binary mask of a specific annotation at
zoom level 2 (PNG)

http://demo.cytomine.be/api/userannotation/528
401/crop.png?zoom=2&alphaMask=true

Crop alpha mask of a specific annotation at
zoom level 2 (PNG)

http://demo.cytomine.be/api/imageinstance/5284
60/window-23181-14285-1000-1000.png

Tile of size 1000x1000 at a specific location
(23181,14285) in a specific image (PNG)

http://demo.cytomine.be/api/imageinstance/5284
60/window-23181-14285-1000-1000.png?
mask=true&review=true&terms=528044

Tile reviewed mask of size 1000x1000 at a
specific location (23181,14285) for a specific
ontogy term in a specific image (PNG)

http://demo.cytomine.be/api/job/1939560.json

Description of a specific job (JSON) including
software parameter values

@ www.cytomine.be




Supplementary References

1.
2.

3.

10.
11.

12.

13.
14.

15.

16.
17.
18.

19.
20.

21.
22.
23.
24.
25.

26.

27.
28.

29.

Pietzsch, T., Saalfeld, S. Preibisch, S., Tomancak, P. Nature Methods 12, 481-483. (2015)

Saalfeld, S., Cardona, A., Hartenstein, V., and Tomancak, P. Bioinformatics 25(15), pp. 1984—-1986.
(2009)

Carpenter AE, Jones TR, Lamprecht MR, Clarke C, Kang IH, Friman O, Guertin DA, Chang JH,
Lindquist RA, Moffat J, Golland P, Sabatini DM. Genome Biology 7:R100. (2006)

Schindelin, J.  Arganda-Carreras, I.  Frise, E., Kaynig, V. Longair, M., Pietzsch, T.
Preibisch, S., Rueden, C., Saalfeld, S., Schmid, B. Tinevez, J.-Y., James White, D., Hartenstein,
V., Eliceiri,K., Tomancak, P., Cardona. A. Nature Methods 9, 676—682 (2012)

de Chaumont, F.Dallongeville, S., Chenouard, N. ,Hervé, N., Pop, S. , Provoost, T.,Meas-Yedid, V.,
Pankajakshan,P., Lecomte, T., Le Montagner Yoann,Lagache, T., Dufour A., Olivo-Marin, J.-C.,.
Nature Methods 9, 690-696. (2012)

Sommer, C., Strihle, C., Kdthe, U., Hamprecht, F.A. in Proc. IEEE ISBI, 230-233. (2011).

Allan, C., Burel, J-M., Moore, J., Blackburn, C., Linkert, M., Loynton, S., MacDonald, D., J Moore,
W., Neves, C., Patterson, A., Porter, M, Tarkowska, A., Loranger, B., Avondo, J., Lagerstedt, I.,
Lianas, L., Leo, S., Hands, K., T Hay, R., Patwardhan, A., Best, C. J Kleywegt, G., Zanetti, G. &
Swedlow, J. Nature Methods 9, 245-253. (2012)

Zsolt L. Husz, Thomas P. Perry, Bill Hill, Richard A. Baldock. Advances in Visual Computing,
Lecture Notes in Computer Science Volume 5875, pp 924-933, (2009)

Riibel, O., Greiner, A., Cholia, S., Louie, K., E. Wes Bethel, R. Northen, T., Bowen, B.. Anal.
Chem., 85 (21), pp 10354-10361 (2013)

Marée, R., Denis, P., Wehenkel, L., Geurts, P., Proc. ACM MIR, pp. 91-100 (2010).

Marée, R., Wehenkel, L., Geurts, P., Invited chapter in Decision Forests in Computer Vision and
Medical Image Analysis, Advances in Computer Vision and Pattern Recognition, Criminisi, A;
Shotton, J (Eds.), pp 125-141. (2013)

Marée, R., Geurts, P, Wehenkel, L. Technical Report, University of Liege
http://hdl.handle.net/2268/175525 (2014)

Marée, R., Geurts, P., Piater, J., Wehenkel, L. Proc. CVPR (1):34-40. (2005)

Marée, R., Geurts, P, Wehenkel, L., IPSJ Transactions on Computer Vision and Applications,
Information Processing Society of Japan, (2009).

Moosmann, F., Nowak, E., Jurie, F., IEEE Transactions on Pattern Analysis and Machine
Intelligence. 30(9):1632-1646. (2008)

Leung, T., Malik, J., International Journal of Computer Vision 43(1):29-44. (2001)

Sivic, J., Zisserman, A., Proc. ICCV (2):1470-1477. (2003)

Dance, C., Willamowski, J., Fan, L., Bray, C., Csurka, G. Proc. ECCV Workhop on Statistical
Learning in Computer Vision. (2004)

Dumont, M., Marée, R., Wehenkel, L., Geurts, P., Proc. VISAPP(2):196-203. (2009)

Stern, O., Marée, R., Aceto, J., Jeanray, N., Muller, M., Wehenkel, L., Geurts, P. Proc. IAPR
International Conference on Pattern Recognition in Bioinformatics (7036):179-190. (2011)

Murphy, RF. Nature Chemical Biology 7, 327-330 (2011)

Danuser, G. Cell 147(5):973-978 (2011)

de Souza, N. Nature Methods 9(10): 38 (2013)

Liberali, P., Pelkmans, L. Nature Cell Biology 14(12): 1233. (2012)

Fuhai, L., Zheng, F., Guangxu, J., Zhao, H., Wong, S., Stephen T.C., PloS Comput Bio. 9(4):
€1003043 (2013).

Marée, R., Rollus, L., Stevens, B., Louppe, G., Caubo, O., Rocks, N. Bekaert, S., Cataldo, D.,
Wehenkel, L. Proc. IEEE ISBI: 902-906 (2014)

Wang et al., IEEE Trans Med Imaging. Epub doi:10.1109/TM1.2015.2412951 (2015)

Vandaele, R., Marée, R., Jodogne, S., Geurts, P. Technical Report, University of Liege, (2015)
http://hdl.handle.net/2268/182930

Marée, R., Stevens, B., Rollus, L., Rocks, N., Moles Lopez, X., Salmon, 1., Cataldo, D., Wehenkel,
L., Diagnos Pathol 8 (S1):S26 (2013)

@ www.cytomine.be


http://hdl.handle.net/2268/182930
http://hdl.handle.net/2268/175525

