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 The most commonly applied parametric estimators reside in the class of optimization 

estimators (OEs) – statistical methods that produce estimates as optimizers of well specified 

objective functions.1  Model design or computational convenience often dictates that an OE be 

implemented in two stages.  In such cases the parameter vector of interest is partitioned as 

ω [δ τ ]    and conformably estimated in two-stages.  First, an estimate of δ is obtained as the 

optimizer of an appropriately specified first-stage objective function 

 

 

N

1 1i
i 1

q (δ,V )

           (A-1) 

 
where 1iV  denotes the relevant subvector of the observable data for the ith sample individual  

(i = 1, ..., N).  Next, an estimate of τ is obtained as the optimizer of 

 

 

N

2 2i
i 1

ˆq (δ, τ, V )

          (A-2) 

 

where 2iV  denotes the second-stage analog to 1iV  and δ̂  is the first-stage estimate of δ.   

 It is well established that under general conditions, this two-stage optimization estimator 

(2SOE) is consistent and asymptotically normal.2  Our interest here is in detailing the asymptotic 

covariance matrix of τ̂  -- the second-stage estimator obtained from (A-2).   Before proceeding 

we establish the following notational conventions: 

 -- 1q  is shorthand notation for 1 1iq (δ, V )  as defined in (A-1)  

 -- 2q  is shorthand notation for 2 2i
ˆq (δ, τ, V )  as defined in (A-2)  

                                                 
1 Sometimes called M-estimators. 
2 See Newey and McFadden (1994) or White (1994) for details. 
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 -- s jq  denotes the gradient of jq  (j = 1, 2)  with respect to parameter subvector s – a  

  row vector.  
 

 -- st jq  denotes the matrix whose typical element is 2
r cj /q s t    -- its row dimension  

  corresponds to that of its first subscript and the column dimension to that of its  

  second subscript. 

From Newey and McFadden (1994) or White (1994) we have that the correct asymptotic 

covariance matrix of τ̂  is 

 

      ττ τδ
1

2 2 τδ 2
ˆˆAVAR(τ) E q E q AVAR(δ)E q '

     

        τ δ 1 δδ2 21 τδ
1

q qE q E E q
          

           1
τδ δδ 1 τ δ

1
2 21 τ2 τE q E E q E qq q

   


       

         1 1
2 2 2ττ τ τ 2 ττE q E q qq E

        (A-3) 

 
where  ˆAVAR(δ)  denotes the asymptotic covariance matrix of δ̂ .   

 In the present context, ˆ ˆ[β γ]  can be cast as a 2SOE with β and γ playing the roles of δ 

and τ, respectively.  Here we have 1q (β, X) as the relevant objective function for first-stage 

estimation of the deep parameters β, and 

 

 
i

2
2q g(β, X) γ)(β, γ, X ) (   .       (A-4) 

 
as the relevant second-stage objective function for the estimation of γ.   Let’s first examine the 

term γ 2 δ 1q qE      in (A-5) whose essential component is 
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 γ 2 g(β, Xq 2( ) γ)           (A-5) 

so 

 γ β 1 β 12E q 2E g(β, X) γ)q ( q |X[ ]E           . 

 
Typically  

 
 β 1q |E[ X] 0  .         (A-6) 

 
For example, when β̂  is obtained via the nonlinear least squares (NLS) method we have 

 
 2

1 1q ( , V ) (β βY J( , X))    

 
 where J(β, X)  denotes the relevant nonlinear regression function, 1V = [Y X ]  

 

 0J( , X) ]β E[Y | X          (A-7) 

 
and 0β  denotes the true value of the parameter vector.  It follows that 

 
 β 1 βq 2(Y J( , Xβ )) J     

so  

 β 1 βE[ q | X] 2E[E[(Y J( , X)) | X] J]β          (A-8) 

 
  because βJ  is a function only of X.  From (A-7) we get 

 
  E[(Y J( , X)) | 0β X]   

 



5 
 

so (A-6) holds. 

 When β̂  is a maximum likelihood estimator (MLE) we have that  

 
 1 1q ( , V ) ln f (Yβ )| X; β         (A-9) 

 
where ln f (Y | X; β)  denotes the true conditional density of Y given X.  Now using (13.20) on p. 

477 of Wooldridge (2010), we have that 

 

 β 1 βE[ q | X] E ln f X; β) X(Y | | 0      . 

 
Therefore, (A-6) holds.  Given (A-6), we get 

 
 γ 2 δ 1q qE 0      

 
so (A-3) becomes 

 

 γγ γβ γ

1 1

2 2 2 2β γγ
ˆˆa var(γ) E q E q AVAR(β)E q 'E q

 
                   

 
    

1 1

2 2 2γγ γ γ 2 γγq E E qqE q
 

             .  (A-10) 

 From (A-5) we get 

 
   2γγ 2q             (A-11) 

 γβ β2q 2 g             (A-12) 

and 

 2γ
2

2 γ' 4(q q g(β, X) γ)   .       (A-13) 
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so (A-10) can be rewritten as 

 

 β β
2ˆˆa var(γ) E AVAR(β)Eg g (' E g(β, X) γ)             .   (A-14) 

 
The consistent sample analog estimator of (A-14) is expression (6) in the text. 

 We note that the above discussion of NLS (MLE) estimation of β̂  is predicated on the 

assumption that the relevant conditional mean regression model (conditional probability density 

function and, therefore, the conditional mean regression model) is correctly specified {for 

example, in the context of causal effect estimation and inference [e.g., as characterized by 

expressions (2) - (4) in the main text] we maintain that p o p om(β, X , X ) E[Y | X , X ] is 

correctly specified}.  In the vast majority of (all?) empirical analyses in health services research, 

a statistic like (1) [in the main text] is used for causal inference and, therefore, this “correct 

conditional mean regression specification (CCM)” assumption is necessary (though not 

sufficient). 

 In so-called pseudo (quasi) maximum likelihood (PMLE) specifications, it is assumed 

that CCM holds despite the possibility that the posited conditional probability density 

specification is incorrect (see Gourieroux, Monfort and Trognon, 1984; and Gourieroux and 

Monfort, 1989 [GM]; section 8.4.2).  The PMLE estimator of β is consistent if and only if the 

specified conditional probability density function is a member of the linear exponential class (see 

Property 8.16 of GM).  It can be shown that (A-6) holds for any 1q (β, X)  [the objective function 

for the first-stage estimate of β] based on a member of the linear exponential class (see the 

discussion on pp. 242-243 of GM).  Therefore, (A-14) is the correct specification for the 

asymptotic variance of γ̂  even when β̂  is PMLE. 
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In the interest of completeness, we note that when CCM does not hold, we can see from 

(A-3) that the following term must be added to (A-14) to get the correct asymptotic variance of 

γ̂  

β 1 ββ 1 β β ββ 1 β 1

1 1
(g γ) q q g g q (g γ) qE E E E E E

                                


 


. 

 
As we noted earlier, however, cases in which CCM does not hold are of limited (no?) analytic 

interest.  In any event, regardless of whether or not CCM holds we have shown that the correct 

specification of the asymptotic variance of γ̂  must include 2E g(β, X)( γ)    as in (A-14). 
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