
1 Appendix

We assume that the true log odds ratio θ is normally distributed with mean
µth
theta and standard deviation (SD) σth

θ . The success rate in the control group
pC is assumed to be beta distributed. The success rate in the treatment group
pT is deduced from pC and θ.

Conventional approach

Theoretical values

For one simulation, the theoretical values are sampled from the theoretical dis-
tribution:

θ ∼ N (µth
θ , σ2th

θ ) (1)

pC ∼ Beta(6, 14) (2)

In the situation with no treatment effect µth
θ = 0, in the situation with a non

null treatment effect µth
θ = log(1.5). The SD σth

θ equals 0.1. pT is calculated
from the formula

pT /(1− pT )

pC/(1− pC)
= exp(θ) (3)

Postulated hypothesis

We then consider that the postulated hypothesis used for the sample size cal-
culation differs from the theoretical values. We let ǫtheta be the relative error
on the log OR and ǫpC

the relative error on the control group event rate after
an angular transformation. We used data from a previously published review
[1] to calibrate these errors: they are sampled from normal distributions with
mean 0.082 and SD 5.583 for ǫtheta and mean 0.026 and SD 0.301 for ǫpC

.

θpost = (1 + ǫtheta)θ (4)

arcsin(

√

ppostC ) = (1 + ǫpC
)arcsin(

√
pC) (5)

ppostT is calculated from the formula

ppostT /(1− ppostT )

ppostC /(1− ppostC )
= exp(θpost) (6)

Furthermore, the success rates are restricted to [5%; 95%] and the treatment
effect is restricted to [0.2;2.22], the 95% range observed on the data.
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Sample size calculation

The number of patients to be recruited in each group is calculated as:

n =
2(Z1−α

2
+ Zβ)

2

∆2
(7)

with

∆ =
ppostT − ppostC

√

p
post

T
(1−p

post

T
)+p

post

C
(1−p

post

C
)

2

, (8)

and Zq is the q-percentile of a standard normal distribution.

Data generation

The number of events in the control group Xn
C and the treatment group Xn

T

are sampled from binomial distributions. The number of events are sampled
considering the true parameter pC and pT rather than the postulated ones,
ppostC and ppostT .

Xn
C ∼ B(n, pC), Xn

T ∼ B(n, pT ), (9)

The observed treatment effect is the log odd ratio θ̂ defined as

θ̂ = log

(

xn
T /(n− xn

T )

xn
C/(n− xn

C)

)

, (10)

with estimated variance V

V = 1/xn
C + 1/(n− xn

C) + 1/xn
T + 1/(n− xn

T ). (11)

Analysis

The 95% confidence interval for the log odd ratio is calculated as

95% CI = [θ̂ − Z1−α
2

√
V ; θ̂ + Z1−α

2

√
V ] (12)

Meta-experiment approach

The meta-experiment approach involves three trials of 100 subjects each.

Theoretical values

For one simulation, the 3 sets of theoretical values are sampled from the theo-
retical distributions:

θi ∼ N (µth
θ , σ2th

θ ), i = 1, 2, 3 (13)

piC ∼ Beta(6, 14), i = 1, 2, 3 (14)

piT are calculated from the formula

piT /(1− piT )

piC/(1− piC)
= exp(θi), i = 1, 2, 3 (15)
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Sample size calculation

The number of subjects to be recruited in each trial is 100.

Data generation

For trial i = 1, 2, 3, the number of events in the control group X i
C and the

treatment group X i
T are sampled from binomial distributions

X i
C ∼ B(50, pth,iC ), X i

T ∼ B(50, pth,iT ), (16)

and the observed treatment effects are the log odds ratios θ̂i defined as

θ̂i = log

(

xi
T /(50− xi

T )

xi
C/(50− xi

C)

)

, (17)

with estimated variance Vi

V i = 1/xi
C + 1/(50− xi

C) + 1/xi
T + 1/(50− xi

T ). (18)

Analysis

The observed effect θ̂i for any study is given by the mean µ, the deviation of the
study’s true effects from the mean, and the deviation of the study’s observed
effect from the study’s true effect. That is

θ̂i = µ+ ξi + ǫi, (19)

with ξi ∼ N (0, σ2th
θ ) and ǫi ∼ N (0, V i). Under the random effect model the

weight assigned to each study is wi = 1
V i+τ2 where τ2 is an estimate of σ2th

θ from
the existing studies (eg the DerSimonian-Laird estimate [2]). The meta-analysis
effect estimate is

θ̂ =

∑3
i=1 w

iθ̂i
∑3

i=1 w
i

(20)

with approximate variance

var(θ̂) =
1

∑3
i=1 w

i
(21)

The 95% confidence interval for the log odd ratio is calculated as

95% CI = [θ̂ − Z1−α
2

√

var(θ̂); θ̂ + Z1−α
2

√

var(θ̂)] (22)
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