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Supplementary Text S1 

Detailed description/theory of statistical methods/models 

Principal Component analysis (PCA) 

PCA is a well-known, unsupervised pattern recognition method of data analysis. It 

compresses the original data, and a new set of variables called principal components 

(PCs) is obtained by the following equation (viz. reducing the dimension of original 

data)1,2: 

X=TPT 

where X is the original data matrix, with m objects and n variables. The T and PT are 

respectively, a score matrix with a new set of (m×1) vectors, pcs, and a loadings matrix 

with a set of (1×n) vectors, vs that is, 

  T=[pc1, pc2, ] 

P=[v1, v2, ] 

These pcs are linear combinations of the original variables, and are chosen to be 

orthogonal to each other. Each object is identified by a score value on each PC, and 

every variable is likewise associated with a loading on each PC. If the variable is highly 

correlated with this principal component, it will be given a high loading value. The 

loading values present minus or plus, and a loading value of zero indicates that this 

variable contributes no information to this principal component3. Both the scores and 

loadings together describe the PCs of the data set. In this work, the biplot was obtained 

for the eighteen environmental factors and it showed the inter-relationships between 

objects, variables, and objects and variables. 

Similar researches were conducted by Peng et al.2, Li et al.3 and Yang et al.4. 

Gray correlation analysis (GCA) 

Gray correlation analysis (GCA) is a system analysis technique. The result of GCA 

reflects the close degree of the relationship between principal behavior factors and other 

factors, to deduce primary factor and secondary factors5-7. The analysis is based on the 

correlation degrees of different factors. The comparison of the correlation degrees will 

result in the primary factor or secondary factor. Those with higher degree of correlation 

would exhibit stronger influence within a system8. Gray correlation analysis is usually 

applied in the indefinite system, including small sampling and poor data information 

system, in which limited information is available, others are not known. In the present 

study, relationship between the plant and environment belongs to a gray system, it is 

therefore suitable to be used for the analysis of the data obtained in this study. 

Similar researches were conducted by Dong et al.5 and Liu et al.9. 

Path analysis (PA) 

path analysis (PA) deals with the quantitative relationship between dependent and 

independent variables to explain the relative significance of each factor to the dependent 

variables5,10. Two arrow lines in Figure 1 (a) between the independent variables and 

dependent variable represent the path where X1-Y and X2-Y are independent of each 

other. Figure 1(b) shows four arrow lines that comprise the path network where a 

correlation exists between X1 and X2. Therefore, except for the two direct paths (X1-Y and 

X2-Y), the path network has two indirect paths attributed to r12. One path is generated by 
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the effect of X1 on Y via X2 (X1-X2-Y), and another path is made by the influence of X2 on 

Y via X1(X2-X1-Y). The above situation can be extended to p variables, the direct path is 

Xi-Y (i = 1, 2..., p), and the indirect path is Xi-Xj-Y (i, j = 1, 2…, p; i ≠ j)11.  

Four independent variables were included in our path analysis (Figure 2). The results 

are shown in Table-3 in the paper. The overall effect of Xi on Y contains two parts: the 

direct effect of Xi on Y (bi, Xi—Y) and the indirect effect of Xi on Y by Xj (rij bj, Xi—Xj—Y, i 

≠ j)12,13. Thereby, the correlation coefficient (riy) contains the direct path coefficient (bi, 

Xi—Y) and the indirect path coefficient (rijbj, Xi—Xj—Y, i≠j)(𝑟𝑖𝑦 = 𝑏𝑖 + ∑ 𝑏𝑗𝑟𝑖𝑗𝑗≠1 ). PA was 

conducted by statistical software SAS 9.1 (SAS Institute, Cary, NC, USA) to evaluate 

correlation between the active ingredients, antioxidant activity and primary 

environmental factors obtained by GCA. Environmental factors were used as 

independent variables, and active ingredients and antioxidant activity were used as 

dependent variables in each test. 

Similar study was conducted by Yin et al.14 and Liu et al.9. 

 

Figure-1 Path (a) and path network (b) 

 

 

Figure-2 Network of path analysis. Xi is independent variables and Y is independent 

variable 

Similarity analysis (SA) 

HPLC fingerprint similarity analysis (SA) was performed using Computer Aided 

Similarity Evaluation software (CASE 2004, Zhejiang University, Hangzhou, China) as 

recommended by the Chinese Pharmacopoeia Committee. This software was employed 

to calculate the cosine values of vectorial angel among different chromatograms. The 

cosine value of the vectorial angle has been extensively used in evaluating similarities 

between different chromatograms because the method is simple, convenient and fast in 

the data processing15. The cosine values of the two chromatograms approaching 1 

means they are highly similar. The cosine values can be calculated with the following 
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equation. This software was also used to compute the mean chromatogram as a 

representative standard chromatogram for a group of chromatograms. The standard 

HPLC fingerprint is set up with the median of all chromatograms16–18. 
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where m is the number of common peaks; xik and xjk are the relative area of peaks 

k of sample i and j, respectively, at the same wavelength. 

Similar study was conducted by Zhou et al.19. 

Hierarchical clustering analysis (HCA)
２
 

HCA is an on-hierarchical cluster method, i.e., clusters are not formed either by 

merging small groupings into larger ones or, conversely, by subdividing large clusters. 

Traditionally, classification implies that an object has a unique membership of a class, 

i.e., the objects membership of any other class is zero.  

However, the HCA models attempt to assign a degree of class membership for an 

object over a number of classes; the method has been well described elsewhere.  

The HCA method requires the user to nominate a number of classes (n) into which 

the data is to be divided. The data matrix is submitted to processing by a membership 

function, e.g., 

 ( ) =    |   |      (                        ) 

The membership (m) values are displayed on a scale of 0 (no membership) to 1 

(unique membership) with a threshold, 1/n. 

An important aspect of HCA is that in addition to the above, it provides an option to 

hard or soft model objects. By changing the value of the index, p, on a scale of 1–3, it is 

possible to examine the degree of class membership (m) of any object. Thus, ideally 

with p = 1, an object will reside principally in its most preferred class (hard modeling), 

and when p = 3, the object will occupy (or spread) its membership over several classes 

as much as possible (soft modeling).  

Thus, this technique provides an option for identifying a class of atypical objects, 

namely those that possess properties of more than one class. Consequently, if such 

objects are removed, the remaining data set will consist of objects with reasonably 

robust class memberships. 

Similar researches were conducted by Peng et al.2, Shi et al.20 and Wang et al.21. 

Discriminant analysis (DA) 

Discriminant analysis can be used to build a predictive model of the group 

membership based on observed characteristics of each case. This procedure generates 

a discriminant function (or, for more than two groups, a set of discriminant functions) 

based on linear combinations of the predictor variables that provide the best 

discrimination among the groups. The functions are generated from the samples with 

known membership; the functions can then be applied to new cases with measurements 

for the predictor variables but with unknown group membership20. In this study, we 

collected 8 samples from different areas, when we established the fingerprint, we 

selected 10 peaks with acceptable heights and good resolution as their common peaks, 
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so each case would have 10 variables. However, not all the variables are of value to the 

establishment of discriminant function. The procedure will generate discriminant 

functions only by use of valuable predictor variables. DA were performed using SPSS 

19.0 (SPSS for Windows 19.0, SPSS Inc., USA)20,21. The two types of discriminant 

functions of Potentilla fruticosa generated from three different areas were as follows: 

Canonical discriminant function: 

𝑌1 =  .07𝑋2  3.35 𝑋5 + 22.393𝑋8   .927 

  𝑌2 = 0.803𝑋2 + 2. 34𝑋5 + 20.336𝑋8  3.733 

Discrimination standard: 

    𝑌1 > 0 𝑎𝑛𝑑 𝑌1 >  𝑌2: 𝐺1 

𝑌1 < 0 𝑎𝑛𝑑 𝑌1 < 𝑌2: 𝐺2 

   𝑌2 < 0 𝑎𝑛𝑑 𝑌1 <  𝑌2: 𝐺3 

Fisher’s discrimination function: 

       𝐺1 =  0.853𝑋2  7.543𝑋5 +  92.2 𝑋8  22.659 

       𝐺2 =  0.06𝑋2 + 25.822𝑋5 +  0.876𝑋8  20.5 2 

 𝐺3 = 2.032𝑋2  2.  2𝑋5 + 42.323𝑋8  2.54  

where G1 denotes samples from the G1, G2 denotes samples from the G2, G3 

denotes samples from the G3, and X denotes the variables. From the discriminant 

functions, we can see that only three variables were used to generate the functions. 

These three variables denoted the areas of the peaks of No. 2, No. 5 and No. 8, 

respectively. When we want to know which group an unknown sample is classified into, 

we put the values of the three variables into the three functions, respectively. The 

sample belongs to the group where the calculated value of the function is the highest. 

The result of discriminant analysis is shown in Figure-8. 

Similar researches were conducted by Wang et al.22, Shi et al.20 and Wang et al.21. 
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