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1 Figures

Figure 1: Distribution of experimentally measured effects of mutations on the mCSM-AB data set (given as the
difference in Gibbs Free Energy - ∆∆G). The histogram on the left shows the original distribution of the 645
mutations and the histogram on the right the histogram including the hypothetical reverse mutations.

2 Tables
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Figure 2: mCSM-AB job submission interface. Users have the option of predicting the effects of single mutations on
an uploaded AB-antigen complex or alternatively a list of mutations. The predictions are performed as a regression
task (numerical prediction of the difference in Gibbs Free Energy - ∆∆G).

Table 1: Pearsons correlation coefficients obtained in blind test per homology model.
Homology model Correlation Correlation (Increased affinity) Correlation (Reduced affinity)

HM 1KTZ 0.87 0.64 0.55
HM 1YY9 -0.04 -0.51 -0.46
HM 2NYY 0.48 0.60 0.24
HM 2NZ9 0.37 0.66 0.04
HM 3BN9 0.54 0.42 0.51
All models 0.45 0.44 0.22
All models except HM 1YY9 0.54 0.53 0.30
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Figure 3: mCSM-AB result page for predicting effects of a list of mutations as a regression task. The following
information will be displayed: identification of the mutation (1), residue relative solvent accessibility (RSA) (2),
Predicted ∆∆G (3) and direction of change (4). Users can also download the predictions as a tab-separated file
(5).
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Figure 4: Regression plot between the experimental and predicted affinity change in Kcal/mol for a blind test
derived from [1]. mCSM-AB obtained a Pearson’s correlation of 0.67.

3 Case Study

We have further evaluate mCSM-AB oin a complementary blind test composed by 114 mutations from 4 different
antibody/antigen, as well as their hypothetical reverse mutations obtained from [1].
The Figure S4 shows a regression plot between experimental and predicted affinity changes for the 228 muta-
tions. mCSM-AB achieved a correlation of 0.67 on this blind test. The models and predictions are available as
downloadable files on the Web server.
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4 Supervised Learning

4.1 Regression

For regression tasks, the prediction goal for mCSM-AB was the change affinity of the Ab-antigen complex denoted
by the variation in Gibbs Free Energy of binding (∆∆G = ∆Gwt −∆Gmt) of a mutation, where ∆Gwt and ∆Gmt

are the Gibbs Free Energy of binding for the wildtype and mutant complexes respectively. Different categories
of algorithms implemented in the Weka toolkit [2] were evaluated. Those included K-Nearest Neighbours (KNN),
Regression Trees and Gaussian Processes, with the latter presenting the best performance. Gaussian Process [3]
is a flexible non-linear method for regression and data interpolation based on a kernel function, which also gives
uncertainty estimation of the predictions.

4.2 Evaluation procedures and metrics

The predictive models’ were evaluated under 10-fold cross validation and in blind tests. The following metrics were
used to assess predictive performance and were chosen to directly compare mCSM-AB with the other available
methods:

• Pearsons correlation coefficient (r): Used in regression tasks, quantifies que linear correlation/association
between two variables, its direction and dispersion/strength. Its values range from -1 to 1, where perfectly
correlated variables achieve an r of 1 (or -1, for a negative correlation) while a correlation of 0 would denote
no linear relationship between variables.
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