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1. Derivations

Consider the following system of reactions.

ø
λ−→ X

X
ρ−→ Y

X
δ−→ ø

Y
γ−→ ø

The system is allowed to run, starting with zero tokens of X and Y , from time t0 until
time tm. The following table lists events of interest which can occur in the system and
the symbols used to represent the number of times each even occurs in the time interval
T = tm − t0.

Symbol Event being counted
i X is produced
j X survived until time tm
î X does not survive until time tm (i.e. X is degraded or converted to Y )

ĵ X is degraded
k X is converted into Y
l Y survives until time tm

1.1. Deriving probability distributions for the numbers of events. A standard
result is that the number of events which occur over a time period will have a Poisson
distribution if the events are occurring with a uniform probability in a time interval. This
applies to the production of X.

(1) P (i) =
(λT )i

i!
e−λT
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Where P (i) is the probability that X is produced i times during the time period T .

1.2. Finding the number of surviving tokens of X. In order to find the probability
distribution of the number of X tokens after the time period T we consider the probability
that j tokens of X remain given that i tokens of X were produced.

(2) P (j|i) =

(
i

j

)
pj(1− p)i−j

Where p is the probability that X survives given that it was produced during the time
period T .

Let P (j) be the probability that j tokens of X were produced during T and survived
regardless of the number (i) of X tokens produced.

(3) P (j) =

∞∑
i=j

P (i)P (j|i)

Using equations 1 and 2.

P (j) =
∞∑
i=j

(λT )i

i!
e−λT

(
i

j

)
pj(1− p)i−j

= e−λT pj
∞∑
i=j

(λT )i

i!

i!

j!(i− j)!
pj(1− p)i−j

=
e−λT pj

j!(1− p)j
∞∑
i=j

qi

(i− j)!

Where q = λT (1− p).
Considering just the summation term.

∞∑
i=j

qi

(i− j)!
=
qj

0!
+
qj+1

1!
+
qj+2

2!
+
qj+2

2!
+ ...+

j + i

(i− j)!
+ ...

= qj
(

1 +
q

1
+
q2

2!
+
q3

3!
+ ...+

qi

(i− j)!
+ ...

)

= qj
∞∑
n=0

qn

n!
= qjeq

= (λT )j(1− p)jeλT (1−p)

Thus, the expression for P (j) can be written as:
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P (j) =
e−rpj(λT )j(1− p)jeλT (1−p)

j!(1− p)j

(4) P (j) =
(pλT )j

j!
e−pλT

P (j) has a Poisson distribution with the parameter pλT .
Next, we need to find p. The probability that X was produced during a infinitesimally

short time interval dt is given by dt/T . That is to say that X is produced once at some
point during T and the probability of X production is uniform over T . The probability of
a token of X produced at time t surviving until time tm follows an exponential decay with
a rate δ′. In this case δ′ = ρ+ δ. Thus the probability of a token of X being produced at
time t and surviving until tm is given by

dt

T
e−δ

′(tm−t)

The overall probability that X survives given that it was produced can be found by
integrating over the time period T .

p =

∫ tm

t0

dt

T
e−δ

′(tm−t)

(5) p =
1

δ′T

(
1− e−δ′T

)
Where T = tm − t0.
The numbers of the other events are also Poisson distributed. Similarly to P (j), the

number of tokens of X which did not survive (P (̂i)) will also be Poisson distributed.

P (̂i) =
pîλT

î!
e−pîλT

Where pî = (1− p) = 1− 1
δ′T

(
1− eδ′T

)
.

Also, for P (k), the distribution of the number of tokens of Y produced

P (k) =
(pkλT )k

k!
e−pkλT

with pk = ρ
ρ+δ (1− p).


