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ABSTRACT Most studies of protein structure and function are performed in dilute conditions, but proteins typically experience
high solute concentrations in their physiological scenarios and biotechnological applications. High solute concentrations have
well-known effects on coarse protein traits like stability, diffusion, and shape, but likely also perturb other traits through finer ef-
fects pertinent at the residue and atomic levels. Here, NMR and molecular dynamics investigations on ubiquitin disclose variable
interactions with concentrated solutes that lead to localized perturbations of the protein’s surface, hydration, electrostatics, and
dynamics, all dependent on solute size and chemical properties. Most strikingly, small polar uncharged molecules are sticky on
the protein surface, whereas charged small molecules are not, but the latter still perturb the internal protein electrostatics as they
diffuse nearby. Meanwhile, interactions with macromolecular crowders are favored mainly through hydrophobic, but not through
polar, surface patches. All the tested small solutes strongly slow down water exchange at the protein surface, whereas macro-
molecular crowders do not exert such strong perturbation. Finally, molecular dynamics simulations predict that unspecific
interactions slow down microsecond- to millisecond-timescale protein dynamics despite having only mild effects on pico- to
nanosecond fluctuations as corroborated by NMR. We discuss our results in the light of recent advances in understanding pro-
teins inside living cells, focusing on the physical chemistry of quinary structure and cellular organization, and we reinforce the
idea that proteins should be studied in native-like media to achieve a faithful description of their function.
INTRODUCTION
Proteins typically experience complex media characterized
by high solute concentrations in living organisms and
biotechnological applications, but these conditions are
largely ignored in most studies about structure, folding,
dynamics, and function (1–3). In living systems, proteins
are exposed to other proteins and macromolecules of varied
kinds at total concentrations ranging from ~50 to ~300 g/L,
depending on cell type, cellular and subcellular localization,
and timing in the cell cycle (3–8). Small molecules from the
central metabolic pathways contribute with an additional
~50–100 g/L of solutes (9); and many small-molecule os-
molytes accumulate at even higher concentrations in vivo
under stress conditions (10–13). Likewise, in biotechnolog-
ical applications, proteins are stored in highly concentrated
solutions of polyols/carbohydrates, refolded at high concen-
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trations of small molecules like arginine after solubilization
from inclusion bodies with chaotropic agents, separated
through aqueous biphasic systems with high concentrations
of polymers like polyethylene glycols (PEGs) or dextran,
and even used as catalysts in media crowded with other pro-
teins, as exemplified by many molecular biology enzymes
which are used in high concentrations of bovine serum albu-
min (BSA) (14–18). The effects that make certain solutes
useful in protein biotechnology at high concentrations,
and the ultimate biological consequences of proteins work-
ing under high solute concentrations in vivo, are the subject
of intensive research. The biological scenario is particularly
challenging given the complex and heterogeneous composi-
tion of the cell interior, which is patent in the several con-
trasting reports of protein traits strongly affected both
in vitro and in vivo (19–23), in those reports where kinetics
are altered with minor effects on thermodynamics, those
where kinetic and thermodynamic effects are only attenu-
ated or even absent in vivo compared to in vitro, and
those where effects are found to vary across cells and cell
compartments (24–32). Clearly, dissecting the impact of
concentrated solutes of various sizes and chemical natures
on proteins is critical to better understand them under
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relevant conditions. For this, bottom-up approaches based
on experiments with single cosolutes and theoretical
modeling are needed to complement and facilitate the un-
derstanding of in vivo observations (29).

Studies about the effects of high solute concentrations on
proteins have historically focused on ‘‘coarse’’ protein traits
like overall diffusion, compaction, and stability, and inter-
preted in the context of increased viscosity, preferential
interaction or exclusion (11), and excluded volumes for
macromolecular crowders (33). However, more recent in-
vestigations and theoretical studies have highlighted the
role of direct attractive and repulsive interactions, to an
extent that attractive interactions could even overcome the
effects of excluded volumes (29,34–37). Also, recent
evidence suggests that protein traits relevant at the res-
idue and atomic levels, such as hydration, internal dy-
namics, folding pathways, and even catalytic activity, can
be affected by concentrated conditions (22,38–43). One
important problem within the bigger picture is clarifying
to what extent the most abundant kinds of molecules of
the cytoplasm and those used in protein biotechnology
interact with proteins at high concentrations, and how the
multiple effects of concentrated solutes work at the atomic
level. Early thermodynamic studies showed that most kinds
of small molecules compatible with proteins (i.e., amino
acids, small polyols and sugars, and ‘‘inert’’ macromole-
cules like PEGs and polysaccharides, but not strong de-
naturants like urea) overall prefer to be excluded from
interactions with proteins, either by favoring interactions
with water or by steric exclusion (44–48). However, these
works also pointed out that preferential exclusion does not
preclude actual unspecific interactions at high concentra-
tions, whose precise nature would depend on the physico-
chemical signatures of the solutes and protein surfaces.

Here, we have used NMR experiments complemented
by atomistic molecular dynamics (MD) simulations to
map at atomic resolution the interactions between solutes
of different sizes and chemical natures on ubiquitin, used
as a test protein, and to determine their primary effects on
protein hydration, conformational flexibility, and electro-
statics. By ‘‘primary effects,’’ we mean those effects con-
cerning traits applicable to the folded protein as a whole
and that can be extrapolated at least to other soluble globular
proteins like ubiquitin; we leave aside more complex ob-
servables like folding kinetics, overall stability, or binding
affinity for ubiquitin’s natural partners, which are expected
to arise as consequences of the primary effects and might be
more dependent on each particular protein.
MATERIALS AND METHODS

Protein production and handling

15N-labeled ubiquitin was expressed from a plasmid kindly provided by An-

tonio Donaire (University of Murcia, Murcia, Spain) in BL21(DE3) cells
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induced with 1 mM isopropyl b-D-1-thiogalactopyranoside at OD600 ¼
0.8 for 4 h at 37�C. A cell lysate was produced by freezing, thawing, and

sonication of the harvested cells in 1 mM phenylmethylsulfonyl fluoride

and 10 mg/mL lysozyme. This lysate was cleared by precipitation with

perchloric acid in ice under agitation, followed by 30 min centrifugation

at 20,000� g. The supernatant was then loaded into a cation exchange col-

umn equilibrated in ammonium acetate (20 mM, pH 4.5), and ubiquitin was

eluted with a gradient to 1 M sodium chloride in the same buffer.
NMR experiments

Protein samples for NMR were 0.2 mM in concentration, prepared in

50 mM sodium phosphate at pH 7 with 10% D2O. Titrations were per-

formed from concentrated stock solutions of the solutes for low-concentra-

tion points, and then by direct addition of the solid solutes to 2- to 3-mL

samples of protein. Slight adjustments to pH 7, made with a microelectrode,

were required in some cases.

NMR spectra were acquired in a Bruker 600 MHz spectrometer equipped

with a cryoprobe and an Avance III console. Spectra were acquired and

processed with Bruker’s TopSpin 3 program and analyzed with Sparky

and custom Matlab scripts. NMR assignments were adjusted from those

in Biological Magnetic Resonance Bank entry 5387 (49). Details about

acquisition and processing parameters for all NMR spectra are given in

the Supporting Material.

We note that the raw chemical shift changes observed along the titrations

include a residue-specific effect of the solute at a given concentration

mounted on top of a residue-independent, concentration-dependent offset.

The residue-independent offset builds up as the properties of the solution

change (which affects internal instrument calibration, as it is based on the

water resonance) and includes many contributions that are hard to resolve,

for example, from proton exchange between water and cosolute molecules

and from changes in the dielectric properties of the solution. It is expected

that at least part of this shift can be accounted for by calibrating the spectra

to a signal from a reference compound that remains presumably unaffected

by the global effects. Such an assumption is not necessarily valid for any

reference compound, especially at the high solute concentrations used

here, but aliphatic protons are in principle expected to be less affected

than water-exchangeable protons. We hence recalibrated our spectra

collected in buffer and in 300 g/L of each solute, assuming that the 1H

chemical shifts of the methyl protons of 2,2-dimethyl-2-silapentane-5-sul-

fonate (DSS, a commonly used water-soluble reference compound for

NMR) are exactly at 0 ppm in both extreme conditions, and we indirectly

recalibrated the 15N axes accordingly. We have anyway opted to interpret

the effects on crosspeak positions only within experiment at the last point

of each titration, and we present our results considering both the water-

referenced (i.e., raw) and the DSS-corrected chemical shifts. From the

changes in 1H and 15N chemical shifts at 300 g/L relative to buffer condi-

tions (DdH and DdN) under each calibration scenario, we have computed the

corresponding chemical shift perturbations (CSPs) (Figs. 1 and 2) as

CSP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dd2H þ ðDd2N=25Þ

q
.

MD simulations

For this work, we ranMD simulations on three systems that contained 300 g/L

concentrations of either zwitterionic negative glutamate, zwitterionic positive

arginine, or glucose, and three ubiquitin molecules inside a box of size

~100 Å � 100 Å � 100 Å. The systems in glucose and water also had Naþ

and Cl� ions at 150 mM concentration each, whereas the systems with gluta-

mate and arginine zwitterions containedNaþ orCl� ions as required to achieve

charge neutrality. Systems were built with the Packmol program (50) by

randomly placing the solutes around the proteins at a minimal interatomic dis-

tance of 5 Å. Glucose parameterswere obtained from theGlycam06 force field

(51), and protein molecules were treated with the AMBER99SB-ILDN force
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field. Parameterization of the charged zwitterionic glutamate and argininewas

achieved with the AMBERTOOLS parameterization toolkit, with charges

optimized according to the RESPmethodology (52). The obtained parameters

are similar to those reported and tested in an ad hoc work (53) and reproduce

available interatomic radial distribution functions measured by neutron

diffraction experiments in concentrated solutions (54–56). Each system was

treated at a fully atomistic level including explicit TIP3P solvent (57), reaching

150,000–200,000 atoms. Simulations were run with NAnoscale MD (58) and

extend to 600–800 ns. Comparisons with multiprotein systems in water

without cosolutes correspond to data from our previous work (59). Further de-

tails about system equilibration and production and about trajectory analysis

are given in the Supporting Material.
RESULTS

For our aims, NMR is advantageous as it takes place in so-
lution state at room temperature, reports at the atomic/resi-
due levels, and is based on 15N resonances of the test protein
which means that every other molecule is invisible and only
the effects of the solutes on the test protein are observed.
This is much like the methodology used in recent in vivo
studies (26,27,60), but on a simpler matrix that improves
spectral quality and facilitates interpretation of the results.
MD in turn allows us to explain some of our NMR observa-
tions and propose other atomic-level effects that cannot be
probed by NMR.
Effects of small and large polyols on ubiquitin

We started by testing glucose and glycerol as representatives
of small polyols, which are abundant in biological tissues
and are used in biotechnology to stabilize proteins against
heat and cold denaturation. Stepwise addition of glucose
up to 300 g/L (~1.7 M) to a 200 mM solution of 15N-labeled
ubiquitin followed by 1H,15N-heteronuclear single-quantum
coherence (HSQC) NMR spectra revealed large CSPs for
all N-H crosspeaks, both in the water-referenced and
DSS-referenced data (Figs. 1, A and B, and S1). The
measured CSPs begin to be significant (>0.01 ppm) above
14–35 g/L (~0.1–0.2 M) glucose and grow linearly with
concentration. Although there is no clear pattern in the
CSP plot against ubiquitin’s amino acid sequence, the wa-
ter-referenced and DSS-referenced CSPs display at the final
titration point a weak positive correlation against the frac-
tion of solvent exposure of the N-H moieties (Fig. 2). In
other words, more exposed N-H groups are more perturbed
than buried residues, consistent with the MD prediction of
extensive interactions between glucose molecules and the
protein surface (41,61). Surface mapping of the DSS-refer-
enced CSPs further shows patches of preferential interaction
(Fig. 3). Of importance for comparisons with other solutes
later on, note that the CSPs at 300 g/L glucose are offset
even for buried groups, and regardless of whether the raw
or DSS-calibrated shifts are considered.

Stepwise additions of glycerol to a solution of 15N ubiq-
uitin revealed essentially the same effects on HSQC spectra
as additions of glucose (Figs. 1, A and B, and 2). In contrast,
the CSPs observed upon stepwise additions of 70 and
400 kDa polymers of glucose and fructose (Ficoll) were
an order of magnitude smaller than in glucose or glycerol
at similar mass/volume concentrations, remaining essen-
tially at the noise level (Figs. 1 C and S1). This rules out
strong effects from the small (~15%) drop in the dielectric
constant (ε) of the solution in the titrations with the small
molecules (as ε is similar for similar concentrations of glyc-
erol, glucose, and Ficoll (Table S1)) and therefore suggests
that direct interactions with the protein are the main cause of
CSPs by the small polyols. In turn, the very low CSPs by the
Ficoll polymers suggest they are much less capable of inter-
acting with the protein than glycerol or glucose, despite their
very similar chemical natures, and that any weak interac-
tions with the polymers entail more random orientations
that largely cancel out the net CSP, whereas the small poly-
ols would have certain preferred binding locations and poses
resulting in a net CSP >0.
Effects of small charged molecules on ubiquitin

We next tested as concentrated solutes three charged small
molecules, glutamate, arginine, and glycine, which are inter-
esting for many reasons. These three small zwitterions are
known to stabilize proteins in solution, especially glycine
which is a physiologically and technologically relevant pro-
tein-stabilizing osmolyte (14,17,62,63). Furthermore, gluta-
mate is among the most abundant metabolites in E. coli cells
(9), and arginine is a common additive for protein refolding
and solubilization (14,64). More generally, they are repre-
sentative of intracellular metabolites, which are typically of
low molecular weight and high charge density (9).

Stepwise additions of arginine hydrochloride, glycine, or
sodium glutamate up to 300 g/L to a 200 mM solution of
15N-labeled ubiquitin resulted in large CSPs across the
HSQC spectra as evidenced by both the water-referenced
and DSS-calibrated data (Fig. 1 A, and see an example of
titration in Fig. S1). Although this seems similar to what
we observed for glucose and glycerol, there are two impor-
tant differences that could contain relevant information about
the state of the protein in these solutions. First, the CSPs
computed fromDSS-referenced shifts follow aweak positive
trend against the exposure of the N-H group, much as for
glucose and glycerol but with the important difference that
they are not offset. Second, the CSPs based on water-refer-
enced shifts display negative, instead of positive, trends
against N-H exposure, contrasting with the plots for glucose
and glycerol where the positive trend against N-H exposure
is clear in both the water-referenced and DSS-referenced
data.

The positive trends for DSS-referenced CSPs against
N-H exposure would reflect the interactions forced at
the protein surface by all solutes (stronger for glucose
and glycerol, as they seem to propagate to the protein
Biophysical Journal 111, 743–755, August 23, 2016 745



FIGURE 1 1H,15N CSPs against ubiquitin’s

sequence at the final point of all titrations, which

correspond to 300 g/L solute unless indicated other-

wise. For the small molecules, CSPs computed from

raw (A) and DSS-calibrated (B) shifts are shown;

CSPs for the macromolecules (C and D) are from

DSS-calibrated shifts (essentially identical to CSPs

computed from raw shifts). Samples were studied

in sodium phosphate, pH 7, at 300 K. To see this

figure in color, go online.
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interior). Meanwhile, the negative trends for water-refer-
enced CSPs against N-H exposure observed for the amino
acids but not for the polyols could reflect electrostatic ef-
fects, because concentrated solutions of amino acids have
much (two- to threefold) higher dielectric constants than
water, whereas concentrated solutions of small polyols
have only slightly lowered dielectric constants (Table
S1). We therefore explored this idea through MD simula-
tions in 300 g/L sodium glutamate or arginine chloride in
comparison to simulations in glucose and in pure water.
These four simulations were 600–800 ns long, such that
proteins and small molecules can amply diffuse in transla-
tional, rotational, and conformational spaces. The simula-
tions reveal far fewer contacts between glutamate or
arginine and the protein compared to glucose (Table S1).
746 Biophysical Journal 111, 743–755, August 23, 2016
Moreover, they suggest a stronger preference for arginine
and glutamate to get excluded from the protein surface,
slightly increasing the density of the protein hydration
layer (Fig. S2), which is consistent with trends observed
in thermodynamic measurements (44–48). Because of
their exclusion, the amino acid solutes diffuse quite freely
and fast around the protein. Electrostatic calculations aver-
aged throughout the simulated trajectories show that fast
diffusion of the small zwitterions results in very ample fluc-
tuations of the charges at the locations of the backbone pro-
tons, certainly much larger than the fluctuations observed in
glucose which are similar to those in water (Fig. S3). The
inverse dependence of electric field-induced chemical shifts
on the effective dielectric constant at the nucleus (65,66)
and the much lower dielectric constant inside the protein
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FIGURE 2 CSPs versus the logarithm of solvent-accessible surface areas for NH groups in ubiquitin, in 300 g/L solutions of all the studied solutes (unless

indicated otherwise). CSPs computed from chemical shifts referenced to DSS (top) and from those referenced internally through the water resonance (bottom).

All vertical axes span 0.17 ppm in DSS-referenced plots and 0.15 ppm in water-referenced plots, to facilitate comparison of the spread of values. In these plots,

each dot corresponds to one ubiquitin residue forwhichNMRCSP data are available. All r values are Pearson correlation coefficients; they are significant at 0.01

and 0.05 levels when jrj > 0.2775 and 0.1983, respectively. In the top plot for arginine, the asterisk indicates the correlation coefficient when the point at the

bottom right (2.98, 0.004) is excluded. Interactive versions of these plots with visible residue labels are available at http://lbm.epfl.ch/crowding2016.
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than on its surface thus explain the trends observed for wa-
ter-referenced CSPs with concentrated amino acids. Impor-
tantly, this finding implies that even if a small molecule
does not interact strongly with the protein, if it is charged
it can still induce long-range perturbations on the protein
interior as it diffuses nearby. The potential consequences
of this electrostatic coupling are especially interesting
with regard to how metabolites flow in the cytoplasm, as
we develop in the Discussion.
Effects of proteins and PEG on ubiquitin

Proteins are the major components by mass among intra-
cellular solutes, and as such, they are especially prone to
Biophysical Journal 111, 743–755, August 23, 2016 747
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FIGURE 3 Ubiquitin’s surface colored according to the number of inter-

actions observed with other proteins in x-ray structures (top left) or accord-

ing to the CSPs experienced under different solutes at high concentrations

(all others). In each pair of structures, the righthand image is rotated by

180�. Surface patches colored black are residues for which no data are

available. To see this figure in color, go online.
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establish unspecific interactions in the cytoplasm, at least
assuming fully random diffusion. Protein surfaces span a
range of sizes, shapes, and exposed chemical signatures
evolved for specific interactions with other cellular compo-
nents. While these interactions are the focus of active
investigations, other potential non-specific, presumably
unintended interactions are rarely explored. We tested the
effect on 15N-ubiquitin of concentrated lysozyme and
BSA, proteins that are in principle unrelated to ubiquitin
and hence not expected to bind strongly to it.

With lysozyme at 150 g/L (larger concentrations were
difficult to achieve and produced extreme signal broad-
ening), there is a basal CSP of ~0.01 ppm with some
residues reaching 0.02–0.05 ppm, especially next to the
C-terminal tail (Fig. 1 C). With BSA at 200 g/L (also
here, higher concentrations led to extreme broadening),
there is a basal CSP of ~0.02 ppm, and residues that reach
values of 0.03–0.05 ppm (Fig. 1 C). Although these CSP
values are barely above the noise level, they are interesting
because they map to hydrophobic and charged residues in
surface patches that partially overlap with the surface that
ubiquitin employs to interact with many of its physiological
targets as seen in crystallographic complexes (Fig. 3).
In titrations with lysozyme, ubiquitin residues with peak
748 Biophysical Journal 111, 743–755, August 23, 2016
CSPs are Lys6, Leu8, Ile13, Glu16, Lys33, Phe45, Gln49,
His68, Val70, Leu71, and Leu73. With BSA, peak CSPs
are at residues Lys6, Leu15, and Val17, which surround
Glu16, Gln31 (followed by Glu32 and Lys33), Glu34,
Leu43 (preceded by Arg42), Lys48, Glu64, His68, and
Arg74. This listing suggests that weak binding is forced
mainly through hydrophobic and electrostatic interactions.
We last tested the hypothesis that hydrophobic forces are
the main drivers of unspecific protein-protein interactions
by titrating 15N ubiquitin with PEG polymers of average
weights 8 and 35 kDa, which are highly soluble yet display
low polarity and other hydrophobic features (67–69). In
these experiments, the highest CSPs map quite well to the
hydrophobic surface patches that ubiquitin employs to
interact with other proteins, reaching at 300 g/L values close
to 0.1 ppm around Ile44 and Phe45 which are at the core of
the hydrophobic surface patch (Fig. 1 B and Fig. 3).
Protein-solute interactions and effects of solutes
on protein rotational diffusion from 15N relaxation

The product of 15N longitudinal and transverse relaxation
times, R1R2, can be used to monitor weak, unspecific in-
teractions between a test protein and a macromolecular
crowder (70) thanks to its independence on viscosity for suf-
ficiently large correlation times (>6–7 ns at 600 MHz 1H
frequency, as used here) (71). On the other hand, 15N relax-
ation data is best known as a tool to measure protein rota-
tional diffusion and internal dynamics through R2/R1 ratios.

Although the effects of concentrated solutes on protein
diffusion and on diffusion-dependent events like protein as-
sociation have been vastly studied both in vitro and in vivo
(72–79), effects on internal dynamics have been only barely
explored, with the prediction, based onMD simulations, that
they will be dampened at high solute concentrations and
upon interaction with other molecules (41,59,80). We have
measured 15N relaxation data of ubiquitin’s backbone am-
ides in buffer and in concentrated glucose, glycine, Ficoll
70 kDa and 400 kDa, and PEG 8 kDa and 35 kDa, as an
additional proxy for unspecific interactions (besides the
CSP mapping) and to determine the effects of these solutes
on rotational diffusion and internal dynamics.

The sequence-averaged R1R2 values are all similar within
their uncertainties, reaching a maximum difference of
just 2–4 Hz for PEG and Ficoll with similar uncertainties
(Table S1). This perfectly supports the independence of
R1R2 products on viscosity, but also shows that they are
very weak reporters on interactions compared to the CSPs,
at least for our system and conditions. On a more residue-
specific basis, R1R2 profiles against the protein sequence
(Fig. S4) show deviations close to residues with pico- to
nanosecond flexibility, like those of the C-terminal tail,
and to residues that experience resonance broadening, like
Thr9, Glu24, Gly53, and the C-terminal tail, in all our
concentrated solutions. This is not unexpected, because
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the R1R2 product depends on the fourth power of the N-H
order parameter and on locally high N-H exchange contri-
butions to R2 (71). This is especially clear for the PEG poly-
mers, where strong mapping of the CSPs to specific regions
of the protein sequence and surface indicates that R1R2’s
sensitivity to internal dynamics exceeds, and indeed blurs,
its potential to detect interactions: First, CSP profiles with
PEG show very clear patterns that are not evident in the
R1R2 profiles. Second, regions close to residues whose
NH groups are known to undergo microsecond- to milli-
second-timescale exchange in buffer (Thr9, Glu24, and
Gly53) display increased R1R2 and R2/R1 values in concen-
trated conditions that most likely arise from their intrinsic
exchange processes rather than from weak binding. Last,
residues of the C-terminal tail, very flexible in the pico-
second to nanosecond timescale, show low R1R2 values
that most likely reflect their fast ample motions also in
concentrated media. Thus, it seems like most information
about interactions in the R1R2 product is blurred by the
stronger effects of dynamics, at least for ubiquitin with
this set of concentrated solutes. Only for the smaller PEG
polymer are there significant positive deviations of the
R1R2 product (and R2/R1 ratios) matching regions where
CSP mapping indicates binding.
Effects of solutes on ubiquitin diffusion and
internal dynamics from 15N relaxation
experiments and atomistic MD simulations

Median R2/R1 ratios and the derived global correlation times
in the different media (Table S1) are consistent with previous
reports of translational and rotational diffusion becoming
highly nonlinear on viscosity at high solute concentrations
(72–79). Briefly, the correlation time increases linearly
with viscosity for small molecules, whereas there is a strong
negative deviation for Ficoll and PEG polymers, indicating
that the microviscosity experienced by the protein is far
lower than the macroviscosities of the polymer solutions
(Fig. S5). For concentrated proteins, despite the fact that
their viscosities are just above those of concentrated small
molecules, the very high R2 values suggest very slow tum-
bling due to stronger binding (72), but of a more random
nature, i.e., less specific, given the very low CSPs.

15N R2/R1 profiles (Fig. 4) show that ubiquitin dynamics
are quite, albeit not totally, conserved across all conditions,
since lower-than-average and higher-than-average ratios
(which report on subnanosecond flexibility and micro-
to-millisecond exchange processes, respectively) map to
similar sequence segments. Profiles of root mean-square
fluctuations per residue measured in MD simulations show
almost no impact from high concentrations of arginine
or glutamate, and only a mild dampening of flexibility
in concentrated glucose (Fig. 4). However, inspection of
slower, collective motions in the MD trajectories (mapped
as projections on principal components derived from crys-
tallographic data of ubiquitin bound to different proteins
(61) (Figs. S6 and S7) suggests much slower exploration
of its conformational space in glutamate and arginine rela-
tive to water, and extremely restricted conformational space
exploration in glucose. Likewise, previous MD studies have
shown only mild effects of protein-protein interactions, even
unspecific ones, on backbone flexibility, despite large
restrictions on conformational-space exploration (59,80).
These predictions from MD are hard to probe experimen-
tally and their magnitudes may be affected by inaccuracies
in the simulations, but they strongly suggest that slow col-
lective motions are much more affected by concentrated
conditions than are fast local dynamics.
Perturbations of hydration structure and
dynamics at the protein surface

High solute concentrations are known to slow down water
dynamics and affect its structure, with hydrophobic and
hydrophilic surfaces causing different effects (10,81–84)
and with water structure and dynamics being perturbed up
to 30–40 Å away from the surfaces of macromolecular
crowders (85–87). These effects tune the solvent contribu-
tion to dielectric properties, molecular diffusion, and
wetting capability. On the other hand, thermodynamic mea-
surements between the tested solutes and various proteins
indicate a general tendency for them to favor preferential
hydration (44–48). In turn, our previous MD work predicted
that large glucose concentrations would slow down the ex-
change of water molecules between the surface of a protein
and the bulk (41), which new simulations presented here
also suggest for arginine and glutamate despite their lower
tendency to interact (Table S2).

In our NMR experiments, we observed, for all the small
molecules tested, that the crosspeaks for Thr9 and Gly75,
which are very weak in our diluted conditions, gained inten-
sity upon titration instead of broadening out by the slower
rotational tumbling as observed for the other crosspeaks
(Figs. S1 and S8). This did not occur with Ficoll, PEG,
and protein crowders, where all crosspeaks broadened. Spe-
cific resonance sharpening for Thr9 and Gly75 crosspeaks
indicates that their intrinsic N-H exchange rates decrease
faster than the decrease in global tumbling rate originated
by the increased viscosity. This slowdown of the N-H
exchange rate parallels what was observed for ubiquitin
encapsulated inside reverse micelles, where the much
slower water exchange rates even facilitated the measure-
ment of crosspeaks to the water resonance in nuclear
Overhauser spectroscopy (NOESY) spectra, otherwise invis-
ible in diluted conditions at pH 7 (88). This constituted indeed
our second proof of slower water exchange at the protein
surface in the presence of small molecules at high concentra-
tions. Also in such solutions, and without any micelle encap-
sulation, we could detect multiple crosspeaks to the water
resonance in 15N-resolved NOESY spectra (Fig. S9). The
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crosspeaks are not as many as observed in the reverse mi-
celles, suggesting that the effects of high solute concentrations
on water dynamics are milder than those produced by encap-
sulation. Yet, making our point, themore exposedN-Hgroups
are those that gain more intensity in HSQC spectra and give
stronger NOESY crosspeaks to the water resonance at high
solute concentrations. With the Ficoll polymers, crosspeaks
to the water resonance were also observed, but they were
weaker and for fewer residues; with the PEG polymers, only
a few such crosspeaks were clear.

MD simulations of ubiquitin in glutamate, arginine, and
glucose also reveal a strong decrease in the exchange rates
of surface water with the bulk, which we quantified at
~10-fold (Table S2). This magnitude is surely affected by
force-field inaccuracies, but the trend is strong; moreover,
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the conclusion that water exchanges more slowly from the
protein surface is consistent with previous measurements
of H/D exchange rates for proteins in concentrated osmolyte
solutions (89).
DISCUSSION

Solute size and chemistry jointly tune the extent
of unspecific interactions

Studies from the 1970s to the early 2000s measured, through
thermodynamic methods, the tendency of several solutes of
various sizes and chemical features to preferentially bind
to a series of proteins. Their main conclusion was that
molecules that do not behave as strong protein denaturants,
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i.e., amino acids, small polyols, small carbohydrates, and
‘‘inert’’ macromolecules like PEGs and polysaccharides,
are preferentially excluded from interactions with proteins
when present at high concentrations, favoring their hydra-
tion (44–48). For small molecules, such exclusion arises
from their preference for interactions with solvent mole-
cules over interactions with proteins. For inert macromolec-
ular crowders, exclusion stems chiefly from steric repulsion,
although actual interactions play a role as well in many
cases, leading to a balance between entropic contributions
from excluded volumes and enthalpic contributions from
interactions, even for presumably inert polymers (35,46).
Those studies recognized, though, that preferential exclu-
sion by either mechanism does not preclude actual unspe-
cific interactions between the solutes and the proteins.
Estimations based on the chemical potentials measured in
those works suggested small average numbers of molecules
interacting with protein surfaces at any time, even if they
were preferentially excluded overall. Moreover, those
studies anticipated that the precise affinity of the interactions
would vary throughout chemically diverse patches of protein
surfaces and would depend on the physicochemical proper-
ties of the solutes, as recently investigated by measuring
interactions of protein-group mimics with glycerol and
PEG (90). Now, in this work, sensitive NMR techniques
allow us to probe these interactions at the residue level by
looking at proteins labeled with 15N without interference
from the concentrated solutes. Interpretation of the NMR
results is not always straightforward, but MD simulations
help propose explanations for many observations, besides
providing a tool to probe questions not answerable by NMR.

Although the exact thermodynamic preferential interac-
tions reported through the years for small solutes depended
on each protein, the general trend is that amino acids tend to
be more excluded than small sugars and polyols from pro-
tein surfaces (44–48). Consistent with that trend, our results
from MD simulations (Fig. S2 and Table S2) and NMR
(Fig. 2) show that glucose and glycerol (neutral small mol-
ecules rich in hydrogen-bond acceptors and donors) have a
higher tendency to interact with the protein than the tested
amino acids (small highly charged molecules). On the other
hand, the CSPs induced by the macromolecular crowders
suggest that very large polar surfaces rich in hydrogen-
bond donors and acceptors (Ficoll, Fig. 1, B and C) are
not much forced into unspecific interactions at high con-
centrations, but instead, hydrophobic surfaces are (PEG,
Fig. 1 B). Similarly, fullerene molecules that are hydroxyl-
ated just enough to confer solubility, but still hydrophobic,
also undergo interactions of a mainly hydrophobic nature
with ubiquitin (91), and a recent study showed that a-synu-
clein undergoes unspecific interactions through aromatic
hydrophobic residues in relevant cell types (27). That hydro-
phobic interactions with large molecules are particularly
favored is consistent with the independent finding that
protein-like aromatic molecules tend to interact with PEG
(90); indeed, one of the strongest PEG-interacting regions
observed here for ubiquitin maps around Phe45, whose aro-
matic ring is exposed. Finally, from the data using proteins
as crowders it appears that both hydrophobic and electro-
static interactions play roles in establishing unspecific inter-
actions. For other, more charged proteins (ubiquitin is
neutral at pH 7 as used here), the contribution of electro-
static interactions might be more pronounced.

Joint consideration of the CSPs and relaxation data sug-
gests that small solutes would undergo ‘‘weak docking’’
(thus producing significant CSPs) and simply a viscosity-
dependent drag of rotational tumbling (Fig. S5), whereas
protein interactions with macromolecules would involve
more random poses and orientations, resulting in smaller
CSPs (because different contributions simply cancel out),
but with large effects on rotational tumbling because of their
large molecular weights, augmented in the case of protein
crowders by the stronger nature of the attractive interactions
(Table S2; Fig. S5). Overall, it therefore appears that the
extent and specificity of weak interactions between proteins
and solutes depends on their sizes and surface properties:
polar contacts are favored for small solutes, and contacts
through hydrophobic regions for macromolecular crowders,
although the latter are likely tuned by local electrostatics
and hydrogen bonding.
Modulation of protein and water dynamics under
concentrated conditions

In addition to the linear and nonlinear slowdowns in rota-
tional and translational diffusion already dissected in the
literature (72–79), our MD results indicate that concentrated
media also slow down the collective protein dynamics that
take place on timescales slower than tens of nanoseconds,
which can be regarded as diffusion in a conformational
space, although they do not affect much the fluctuations
that occur on nanosecond and faster timescales. In line
with these complex effects of concentrated solutes on pro-
tein dynamics, an NMR study of side-chain dynamics in
calmodulin showed that microsecond-to-millisecond, but
not picosecond-to-nanosecond, motions are affected in cell
lysates compared to reference conditions in buffer (22).
We note here that the few works reporting no or only mild
effects on protein dynamics in vivo deal with intrinsically
disordered proteins, which undergo extensive fast motions
but no collective, conformational dynamics, which we iden-
tified as being most affected.

Effects on conformational dynamics are important because
they could in principle modulate enzyme functionality, as
observeduponmutation in some systems (92), thus potentially
altering intracellular biochemistry or the properties of an
enzyme in vitro. Our simulations predict that stronger-inter-
actingmolecules cause larger slowdown of the collective fluc-
tuations (compare, for example, glutamate or arginine against
glucose in Fig. S6), from which we extrapolate that the very
Biophysical Journal 111, 743–755, August 23, 2016 751
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large polar and inert structures of the cells will not lead to
important drags on internal dynamics, as they do not tend to
interact, whereas unspecific protein-protein interactions
would have more profound effects. In the cytoplasm, the net
effect on the internal dynamics of a given protein will there-
fore depend on the extension and kind of unspecific interac-
tions it experiences.

Regarding the slowdown of hydration dynamics at the
protein surface, our results show a strong effect from small
solutes but not from macromolecular crowders, although the
latter do alter global water properties. Therefore, we can
expect an overall mild net effect inside cells, because small
molecules reach concentrations of 50–100 g/L out of the to-
tal solute concentration. Recent NMR experiments tailored
to measure N-H exchange rates on two proteins in E. coli
cells indeed showed little effect of the cytoplasm on the
rates for most residues (26).

We finally note that effects on conformational and hydra-
tion dynamics could translate into effects on kinetics, but
not necessarily on thermodynamics, as indeed reported in
many works (26,28–32,41).
Causes and consequences of quinary protein
structure and cytoplasmic organization

The growing picture about the intracellular architecture
proposes that the aqueous phase of the cytoplasm is
crowded and dynamic but ordered (4,93), with some degree
of structural organization at the molecular level that has
even been proposed to be reminiscent of the very emer-
gence of life on Earth (94). Moreover, molecular crowding
and the regulation of solute concentrations inside cells are
closely related to various cellular processes, with variable,
still-debated effects on kinetics and thermodynamics
(95,96). Based on our findings, and in the context of find-
ings by others, we hypothesize about the practical implica-
tions of high solute concentrations inside cells regarding
cytoplasm structure and dynamics. First, we expect that
very large, approximately immobile structures with hydro-
philic surfaces, for example, from cytoskeleton fibers or
granules of macromolecular carbohydrates, will behave
similarly to Ficoll and will therefore keep soluble globular
proteins largely excluded, not forcing interactions. Such
large intracellular polar surfaces would simply lie beyond
the upper limit for molecular crowding effects (97). On
the other hand, hydrophobic patches on these large polar
structures could act as points of contact for hydrophobic re-
gions of other proteins, thus scaffolding quinary structures.
Likewise, since even soluble globular proteins usually have
a few exposed hydrophobic patches, unspecific protein-pro-
tein interactions are more likely to proceed through these
patches, resulting in non-random, weakly ordered arrange-
ments possibly tuned by electrostatic complementarity and
hydrogen bonding. The distribution of a small number of
surface hydrophobic patches limits the possible arrange-
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ments of soluble components, whose surfaces are mostly
polar, leading to some degree of organization that could
be relevant for ordering weak complexes, metabolons,
and the local cytoplasmic environment. Supporting the
idea that hydrophobic interactions mediate formation of
weak assemblies, a recent experiment-based 3D model of
the metabolon formed by enzymes of the Krebs cycle
showed that most residues involved in the weak-contact
surfaces are hydrophobic (98). Also, involvement of sur-
face hydrophobic patches in unspecific interactions has
been observed inside cells for several proteins (99). And
reaching a size scale on the order of micrometers, liquid-
liquid demixing mediated by hydrophobic effects at high
protein concentrations is involved in the assembly of
weak macromolecular complexes (100).

Interactions between small solutes and proteins could in
principle strongly alter the diffusion of the small molecules
in a molecule-specific fashion, despite the effective viscosity
of the cytoplasm being only around two to three times higher
than that of water (25,101). Since most intracellular metabo-
lites are small charged molecules, we expect that they will
behave like the tested amino acids rather than like the tested
polyols. Therefore, we expect they will tend to interact very
weakly with proteins and instead diffuse quite freely,
possibly through diluted channels in the cytoplasmic matrix,
as put forward in a description of the cytoplasm as a two-
phase system of supercrowded gel and subcrowded cytosol
in the form of flow-conducting circuits (4). It is interesting,
though, that even without extensive interactions, small
highly charged molecules are able to exert long-range
perturbations into buried residues as they diffuse near
the protein. The ultimate effect that this coupling could
have on protein properties is to be explored, but interest-
ingly, the 3D structure of the Krebs-cycle metabolon as-
sembly mentioned above (98) suggests that channels
with charged surfaces could direct the flow of substrates
and products through the different active sites of the asso-
ciated enzymes. Coupling of the strong electric fields of
proteins to the charged metabolites could assist in direct-
ing their flow through the metabolon.
High solute concentrations in the context of
protein variability and evolution

We finally note that ubiquitin’s region most affected by the
high solute concentrations maps to a surface patch around
the exposed hydrophobic residues Ile44 and Phe45. This
region has exquisitely evolved for binding different part-
ners, being highly sensitive to mutations (102). In contrast,
amino acid variation in soluble proteins is largely con-
strained by the requirement of polar amino acids at surfaces
(103,104). We speculate that the tight functional constraints
acting around ubiquitin’s partners-binding surface might
have prevented its evolution toward diminishing unspecific
binding to it.
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CONCLUSION

Studies of proteins in concentrated media that consider
several types of molecules besides inert macromolecular
crowders have gained momentum in the last decade,
contributing to the discovery of new effects beyond those
originated by excluded volumes and viscosity. We provided
herein a systematic physical chemical investigation with the
aim of disentangling the multiple facets of the complex in-
teracting networks that proteins experience in native and
other relevant environments. Our results, while helping to
put into context recent findings on the biological effects of
intracellular crowding, highlight once more the importance
of studying proteins in their relevant conditions.
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Additional Methods for NMR Experiments 

Titrations were monitored through 2D phase-sensitive, 1H-detected 1H-15N HSQC spectra using water flip-back 
pulses and gradient selection with decoupling during acquisition (pulse program hsqcetf3gpsi from the Bruker library, the 
closest literature description is that by Schleucher, Schwendinger, Sattler, Schmidt, Schedletzky, Glaser, Sorensen and 
Griesinger J. Biomol. NMR 1994). The resolution at acquisition was 2k points in the direct 1H dimension and 128 points in 
the indirect 15N dimension, on sweep widths of 12 and 32 ppm, respectively, and centered at 4.699 and 115 ppm, 
respectively. Spectra were processed with 2k points in 1H and 256 points in 15N, using linear prediction through 32 
coefficients and a sine bell function in the 15N dimension. A baseline of polynomial degree 5 was applied. At each point of 
the titration, we optimized the lock phase, the shim currents and the hard pulse length for 1H. For all solutes but arginine 
and glutamate, the pulse length remained close to its value in buffer, i.e. around 11 μs. For arginine and glutamate, the 90º 
pulse for 1H increased from ~11 μs to ~17 μs (glutamate) or ~18 μs (arginine) at the highest concentrations. We further 
point out that these titrations are reproducible and that the differences observed for CSPs among residues within spectra 
are well beyond the uncertainties in the chemical shift measurements (except, as indicated in the text, for the Ficoll 
crowders and for several residues in the titrations with proteins). 

15N relaxation data (T1 and T2) were acquired through pseudo-3D (direct 1H dimension and indirect 15N 
dimension, plus an extra dimension for time delays) phase-sensitive spectra with water flip-back pulses, gradient selection 
and decoupling during acquisition (Bruker pulse programs hsqct1etf3gpsi3d which uses inversion recovery to measure T1, 
and hsqct2etf3gpsitc3d which uses interleaved temperature-compensated Carr–Purcell–Meiboom–Gill blocks to measure 
T2). The relaxation delays for T1 measurement were 8, 64, 136, 232, 336, 472, 664, 800 and 1600 ms for the 
determination of longitudinal relaxation times; and those for T2 measurement were 33.9,  67.8, 101.8, 135.7, 169.6, 203.5, 
237.4 and 271.4 ms. These values were chosen based on previous work (Tjandra, Feller, Pastor and Bax J. Am. Chem. 
Soc. 1995) with the addition of the 1600 ms delay for T1 measurement which was especially important at high solute 
concentrations of small molecules. A recycle delay of 5 seconds was employed in all experiments given the long T1 
values operative under some of the high-concentration conditions. Acquisition and processing parameters of the 1H-15N 
HSQC planes in these pseudo-3D spectra was as described above for HSQC spectra. We further notice that we only 
measured 15N relaxation on selected systems containing high-solute concentrations but with low ionic strength, where 
hard pulses remain as low as in buffer. 

15N-resolved NOESY (or NOESY-HSQC) spectra were acquired with a 3D (direct 1H dimension, indirect 15N 
dimension and indirect 1H NOE dimension) 1H-detected phase-sensitive spectrum with gradient selection and decoupling 
during acquisition (pulse program noesyhsqcetgp3d of the Bruker library, built up from Marion, Kay, Sparks, Torchia and 
Bax, J. Am. Chem. Soc. 1989). The sweep widths were of 14, 32 and 14 ppm centered at 4.699, 115 and 4.699 ppm, with 
2k, 48 or 64 detected points and 2k, 64 and 128 points for processing, all respectively for the direct 1H dimension, the 
indirect 15N dimension and the indirect 1H dimension. The mixing time (during which both NOEs and exchange processes 
can build crosspeak intensity) was 40 ms as used in similar works testing ubiquitin hydration dynamics (Nucci, Pometun 
and Wand Nat. Struct. Mol. Biol. 2011). 
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Additional Methods for Molecular Dynamics Simulations 

The equilibration phase of each simulation involved 5 steps. First, conjugate gradient energy minimization with 
constrained Cα atoms. Second, warm-up from 10 K to 300 K in 30 K increments along 10000 steps followed by 20000 
further steps at 300 K, with a timestep of 1 fs and constraints on the Cα atoms to their initial positions. Third, equilibration 
at 300K and 1 atm with constrained Cα atoms with a time step of 1 fs for 2 ns. Constraints on Cα atoms were then 
removed and the systems warmed up again from 10 to 300 K in 30 K increments along 10000 steps, followed by 20000 
steps additional 1 fs steps at 300 K. This was then held at 300 K for 20,000 additional 2 fs steps, continuing into the 
production runs. The temperature was controlled using a Langevin thermostat with a damping coefficient of 5/ps. The 
pressure was kept at 1 atm using the Berendsen barostat with a relaxation time constant of 1 ps (warm-ups) or with a 
Langevin-Nosé-Hoover barostat with barostat oscillation time of 200 fs and damping time of 100 fs (constant temperature 
equilibrations and production runs). Non-bonded interactions (van der Waals and Coulombic) were treated with a cut-off 
of 12 Å with the construction of a neighbor list having pair list distance of 13.5 Å. Outside the cut-off the Coulombic 
interactions are calculated using the Particle Mesh Ewald method as implemented in NAMD. 

Root mean squared fluctuations (RMSF) were computed for each Cα atom as: 

 

where ri denotes the position of Cα atom i, and j runs through the analyzed frames of the simulation. Calculations were 
done after alignment to the starting structure. 

Translational diffusion coefficients were computed from the mean square displacements of each protein’s center 
of mass during the simulation: 

 

(where tmax is the simulation time in frames and r denotes positions of the protein’s center of mass) by taking the slope of 
this time series and dividing by 6. 

Interactions between water or solute molecules and the protein were investigated by computing survival 
probabilities for water-protein and sugar-protein contacts. Two atoms were considered to be in contact when the distance 
between them was lower than 1.1 times the sum of their Van der Waals radii as optimized in recent works. The survival 
probability was computed as reported by Marchi's group based on Impey's original formulation for ion hydration: 

 

where Pj(tn,t) takes the values of 1 if the jth water/solute molecule is in contact with the protein between time tn and tn+t, 
and zero otherwise, and Nt is the number of frames. The decay in the survival probability for water was then fitted to a 
stretched exponential (where the stretching parameter γ varies from 0 for non-ideal diffusion to 1 for ideal diffusion) 
combined with two or more simple exponentials, as described by Marchi: 
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where ns and ni are the number of water/solute molecules with residence times τs and τ i on the surface of the protein on 
each timescale (time scales reported in Table S2). 

The radial distribution functions of water and solute molecules around the protein surface were evaluated using 
VMD’s (Humphrey et al J. Mol. Graphics 1996) Radial Distribution Plugin. 
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Table S1. Properties of the tested solutes, and main results from NMR experiments and MD simulations. 

Solute at 
300 g/L 

 

Structure, 
molar mass 
and polarity 

Molar 
conc. 

Dynamic 
viscosity 
η, 300K 
(mPa s) 

Dielectric 
constant ε 
at 300K in 
concentrate 

aqueous 
solution 

NMR MD 
CSP at 300 g/L 

 

τc (ns) NOESY 
to water 

R1R2 
median ± 
median 

deviation 

Average 
number of 
molecules 
in contact 

with 
protein 

Timescale for 
full 

exploration 
of conform-

ational  space 

Range 
(ppm) 

Trend vs. 
SASA(N) 

(none) --  0.798 78   4.2 None 13 ± 1  Few tens of 
ns 

Glucose Polyol, 
180 g/mol 1.67 2.21 62 0.060 – 

0.173 + 10.2 Strong 14 ± 1 75 > us 

Glycerol Polyol 
92 g/mol 3.26 1.87 68 0.027 – 

0.138 + (N.D.) Strong (N.D.)   

Sodium 
glutamate 

Negative 
Zwitterion 
169 g/mol 

1.78 N.A. N.A., but 
>>78 

according 
to MD 

0.065 – 
0.184 - (N.D.) Strong (N.D.) 34 Hundreds 

of ns 

Arginine 
hydro- 

chloride 

Positive 
Zwitterion 

210.7 g/mol 
1.42 1.3 0.063 – 

0.185 - (N.D.) Strong (N.D.) 33 Hundreds 
of ns 

Glycine 
Neutral 

Zwitterion 
75.1 

3.99 1.77 166 0.241 – 
0.374 - 6.6 Strong 14 ± 1   

Ficoll 
70kDa 

Sucrose 
polymer, 

avg. 70 kDa 
0.0043 20-30 N.A. 0.012 – 

0.045 + 12.3 
Strong, 
for few 
residues 

17 ± 2   

Ficoll 
400kDa 

Sucrose 
polymer, 

avg. 400 kDa 

7.5 10-4 

(avg.) 50-60 57 0.013 – 
0.034 + 11.9 

Strong, 
for few 
residues 

17 ± 3   

PEG 8kDa 
Polymer of 

etylene oxide, 
avg. 8 kDa 

0.038 
(avg.) 20-50 ~50 0.011 – 

0.121 + 15.1 
Weak, 
for few 
residues 

15 ± 4   

PEG 
35kDa 

Polymer of 
etylene oxide, 
avg. 35 kDa 

0.0086 
(avg.) 

N.A. but 
>> 50 N.A. 0.013 – 

0.121 + 14.5 
Weak, 
for few 
residues 

15 ± 2   

Lysozyme 
(200 g/L) 14.3 kDa 0.011 

(avg.) 1.6 N.A. but 
<< 78 

0.001 – 
0.051 ? 

N.D. 
but 

likely 
high 

Weak, 
for few 
residues 

(N.D.)   

Bovine 
serum 

albumin 
66.5 kDa 0.0045 

(avg.) 4.8 
N.A. but 
~90 at 70 

g/L 

0.008 – 
0.053 ? 

N.D. 
but 

likely 
high 

Weak, 
for few 
residues 

(N.D.)   

 

N.D. = Not determined; N.A. = Not Available 

 

 

Table S2. Analysis of solute-protein and water-protein contacts in MD simulations. 

 Water Glucose Arginine Glutamate 
Water exchange     

Fastest timescale (ps) 30 170 200 200 
Second fastest (ns) 0.14 0.7 1 2 
Third fastest (ns) 0.92 7 10 17 

Slowest timescale (ns) 13 100 100 180 
Average number of 
solutes interacting 

with protein surface 
-- 75 33 34 

 

Dielectric constant 
 

77.6 69.5 >> 78 >> 78 
Range of rotational 

diffusion times 1.8 ns > 1000 ns 23 – 31 ns 129 – 664 ns 

 From Spiga et al. J. 
Phys. Chem. B 2014 (Data for solutes from simulations in this work) 
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Figure S1. Effects on 1H,15N HSQC spectra (internally referenced to the water resonance) of stepwise additions of 
glucose, glycine, Ficoll 400 kDa or PEG 8 kDa to a 200 μM solution of 15N-labeled ubiquitin, reaching in all cases 300 
g/L final solute concentrations. In the four cases, the spectrum colored red is in pure buffer; then, color codes are: 

- Glucose: orange = 50 g/L, violet = 150 g/L, green = 200 g/L, yellow = 250 g/L, blue = 300 g/L. 
- Glycine: orange=45 g/L, violet=91 g/L, green=166 g/L, blue=300 G/L. 
- Ficoll 400 kDa: blue is in 300 g/L. 
- PEG 8 kDa: green=100 g/L, yellow=200g/L, blue=300 g/L 

In the four spectra, the crosspeak for Alanine 46 is folded in the 15N dimension. 

 

 



 6 

 
Figure S2. Radial distribution functions (top) for solutes (left) and water (right) relative to the protein surfaces, and first 
derivative with respect to the distance (bottom). 

 

 

 
Figure S3. Trajectory average and standard deviation of the electrostatic potentials at each N atom of ubiquitin, for 
three proteins in the simulation boxes in water, glucose, glutamate and arginine.  
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Figure S4. R1R2 products against ubiquitin’s sequence, in buffer, concentrated glucose, glycine, Ficoll polymers and 
PEG polymers. Gaps correspond to weak or absent cross peaks and three prolines in ubiquitin’s sequence. Error bars 
correspond to one standard error propagated from T1 and T2 uncertainties. 

 

 

 

 

 
Figure S5. Global correlation time against viscosity for ubiquitin solutions studied by 15N relaxation at 300 g/L of the 
added solutes. In lysozyme and BSA we do not report actual values of the global correlation times, we simply indicate 
that it will be larger than 20 ns given the spectral broadening. All viscosities are as reported in Table S1. 
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Figure S6. Projection of the conformations of each protein simulated in each system, on a plane of principal components that 
captures the conformational variability of ubiquitin when bound to different proteins as seen in X-ray structures. The x and y 
axes are principal components 1 and 2, respectively accounting for 42.6 and 12.5 % of the variability in the X-ray data, and both 
having units of Ångström. The diagram on the bottom left graphically explains how it was built (details can be found in Abriata et al 
Phys. Biol. 2013 or in Spiga et al J. Phys. Chem. B 2014). The inset shows how three ubiquitin molecules in a single box in water 
explore the conformational space much faster than in the presence of concentrated solutes (notice 25 ns time windows) (From Abriata 
and Dal Peraro Scientific Reports 2015, before protein aggregation). 
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Figure S7. Structures of ubiquitin conformations at the deepest points of the basins observed in the simulations in 
water. The structure in red corresponds to the left-most basin, the one in blue to the right-most basin. Important amino 
acids from each loop are indicated. The flexible carboxi-terminal tail (residues 72-76) is not shown. 

 

 

 

 

 

 
 

Figure S8. 1H slices of 1H,15N HSQC spectra showing how the signal-to-noise ratio increases for Thr9’s N,H cross peak 
in 300 g/L glucose (red) relative to buffer (blue) while the other resonances broaden (exemplified with Asp52, Lys29 and 
Ile36). The two spectra were acquired with the same protein concentration (200 μM) in the same buffer at controlled pH 7, 
with the same receiver gain, number of scans and resolution in the 15N dimension, each with its own optimized tuning, 
matching and pulses. 

 

 



 10 

 
Figure S9. Plane at 4.7 ppm in the NOESY 1H dimension of a 3D NOESY-HSQC spectrum of ubiquitin in 300 g/L 
glucose (green) overlaid on top of an HSQC spectrum of the same sample in in identical conditions. Crosspeaks from 
backbone resonances with enhanced NOESY intensities are labeled. 
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