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SUPPLEMENTARY INFORMATION FOR “STRUCTURE-BASED PREDICTION OF
PROTEIN-FOLDING TRANSITION PATHS”

S1. CONTACT-GRAPH MODEL

A. Allowed microstates

In this section, we describe the allowed microstates of
the contact-graph model using the language of graph the-
ory. The microstate that corresponds to the completely
folded polymer, i.e., the configuration in which all possi-
ble contacts are formed, is denoted by the graph G. The
vertices of this graph correspond to residues, while the
edges indicate native contacts. The vertices {u} are la-
beled by their positions on the polymer backbone, i.e.,
u ∈ {1, . . . , L}, where L is the total number of residues
in the chain. We denote the set of all allowed subgraphs
by {g} and the set of edges in a microstate g by E(g).
Because g is a subgraph of G, every edge in E(g) is also
an edge in E(G). Only residues that form one or more
contacts are represented by vertices in g; this set of ver-
tices is denoted by the set V(g). The set of connected
components of g is C(g), and the edge and vertex sets of
a connected component c ∈ C(g) are E(g, c) and V(g, c),
respectively.

For each microstate, the associated graph of native
contacts can be decomposed into a disjoint set of con-
nected components (maximal subgraphs in which all
pairs of vertices are connected by paths through the sub-
graph). As described in the main text, the fact that the
residues occupy non-overlapping finite volumes implies
that many contacts must be correlated. These correla-
tions place restrictions on the combinations of contacts
that can be simultaneously formed. In the generation of
a contact-graph model from a crystal structure, we have
ignored contacts between residues that are separated by
less than one Kuhn segment, b, in the polymer sequence;
for consistency, we must therefore consider contacts in-
volving sequences of residues that are shorter than one
Kuhn segment to be correlated as well. Consequently, we
restrict the set of allowed microstates to those subgraphs
that satisfy the following two rules:

1. Every connected component, c ∈ C(g), must be an
induced subgraph of G. This means that every edge
(u, v) in the connected component c must appear in
the subgraph g if the vertices u and v are adjacent
in the supergraph G.

2. Assume that two vertices v′> u′ belong to the same
connected component c and are separated by at
most b residues in the sequence, i.e., v′− u′≤ b.
Then every intervening vertex u, i.e., u′< u < v′,
must also be included in the connected component
c if an edge exists between u and any vertex v in c.

B. Loop entropy

In Eq. (2), we define a loop to be any contiguous se-
quence of non-interacting residues, with the exception of
‘bridge’ segments (residues that, if removed, would break
a polymer configuration given by a specific microstate
into two non-interacting pieces). For example, the mi-
crostate shown on the right in Figure 1c contains two
loops, 4–5–6–7 and 18, and one bridge segment, 11–12–
13, where the residues are labeled starting from 1 at the
top right of the figure. In Eq. (2), r(l) is the end-to-end
distance of loop l, expressed as a dimensionless multi-
ple of the covalent backbone bond length; r = 0 if the
residues at the loop ends form a native contact.

C. Native-contact energies

It is important to note that the native-contact ener-
gies are themselves free energies, since they depend on
the average potential energy between two amino acids as
well as solvent effects. Here we assume that these at-
tractive interactions are short-ranged and discrete, i.e., a
contact is either completely formed or not present. In a
real polymer, there are likely to be other random inter-
actions between residues. Such nonspecific interactions
contribute to the average energy of the ensemble of ran-
dom coil configurations, which is taken to be the reference
state for all free-energy calculations. Consequently, the
attractive interactions that are associated with specific
contacts are, more precisely, associated with the differ-

ences between the specific contact free energies and the
average interaction energy between any pair of residues
in the chain. We assume that only these free-energy dif-
ferences determine the folding pathways of the polymer.
The two-parameter empirical potential introduced in

the Materials and Methods was manually tuned to
achieve good agreement with the experimental φ-values
for protein G (1igd). We verified that our values for
the two adjustable parameters, αhelix and αhb, also re-
sult in close to optimal agreement with the experimental
φ-values for the α/β proteins 1k53, 1ubq and 2ci2.

S2. MONTE CARLO FREE-ENERGY
CALCULATIONS

We compute free energies in this model using Monte
Carlo integration. This application of the Monte Carlo
method is not a conventional simulation, as the sequence
of microstates generated by our algorithm does not cor-
respond to a physical folding trajectory. Instead, the ap-
proach used here is simply an efficient means to integrate
over the set of microstates with the same topological con-
figuration. (For a related application of this Monte Carlo
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technique, see Ref. 3.) To do so, we first construct a
Markov Chain to sample from the space of allowed sub-
graphs {g}. We then use the Wang–Landau method (8)
to calculate Fi, the free energy of all microstates in topo-
logical configuration i. Finally, we compute the contact
and vertex probabilities 〈1uv〉i and 〈1u〉i. Below, we first
describe the construction of the Markov Chain and then
provide details of these algorithms.

A. Monte Carlo acceptance probabilities

In order to calculate equilibrium properties of the
contact-graph model, the underlying Markov Chain must
obey detailed balance. That is, the probability of mak-
ing forward and reverse moves between two subgraphs
g and g′ must be equal. To do so, we propose tran-
sitions between microstates (which obey the two rules
given in Sec. S1A) with uniform probability and then
correct for this bias by calculating the ratio of the gener-
ation probabilities between forward and backward moves,
α(g → g′)/α(g′ → g).
Assuming a single connected component (i.e., a single

structured region) c, we implement moves that add or
remove individual vertices. The set of vertices that are
adjacent to c in the supergraph G but are not in V(g) is
denoted by A(g, c). We choose one vertex u from A(g, c)
with uniform probability and form all edges (u, v) ∈ E(G)
between u and the existing vertices v ∈ V(g, c). With the
addition of these edges, we denote the new graph as g′

and the updated connected component as c′.
For the reverse move, we must avoid breaking c′ into

two or more disconnected subgraphs. Consequently, we
must be careful not to remove any vertex that is an ar-
ticulation point of c′. The set of such points is denoted
by B(g′, c′). We therefore select one vertex with uniform
probability from the set V(g′, c′) \ B(g′, c′). For this move,
we only consider connected components that are larger
than a dyad. The ratio of the forward to reverse genera-
tion probabilities is

αN+(g, c→ g′, c′)

αN−(g′, c′ → g, c)
=

|A(g, c)|

1
[

|V(g′, c′)| > 2
]

|V(g′, c′) \ B(g′, c′)|
.

(S1)
To ensure ergodicity and to improve sampling effi-

ciency, we implement a super-detailed balance sampling
scheme (9) for vertex additions and removals. If a move
g, c→ g′, c′ results in a subgraph that violates rule 2 in
Sec. S1A, we immediately attempt another move of the
same type, starting from the new subgraph g′ using the
updated connected component c′. This process is re-
peated until the resulting subgraph, g(n), satisfies rule 2.
The total probability of following this path from g to g(n)

is the product of the generation probabilities at each step,
α(g → g(1))× α(g(1) → g(2))× · · · × α(g(n−1) → g(n)).
The ratio of generation probabilities depends on the
total probability of following this forward path and
the total probability of traversing the path in reverse,

following precisely the same sequence of steps:

α
(n)
N+

α
(n)
N−

=

∏n
i=1 αN+(g

(i−1), c(i−1) → g(i), c(i))
∏n−1

i=0 αN−(g(n−i), c(n−i) → g(n−i−1), c(n−i−1))
,

(S2)
where each step is indexed by i and g(0) ≡ g. If at any
step on the forward move we find that |A(g(i), c(i))| = 0,
then the entire move is rejected. In order to obey detailed
balance, vertex additions and removals are attempted
with equal probability at every Monte Carlo step.

B. Wang–Landau sampling

Wang–Landau sampling (8) provides an efficient algo-
rithm for calculating the free-energy difference between
two disjoint sets of microstates. Here we implement the
variant of this algorithm described in Ref. 10. In essence,
the Wang–Landau algorithm calculates an equilibrium
free-energy landscape stochastically by continually up-
dating an estimate of the free energy, Ft, as the Monte
Carlo calculation samples from the space of allowed sub-
graphs. At every step, the underlying Monte Carlo al-
gorithm uses Ft to bias the acceptance probabilities of
individual moves.
For these calculations, we use an order parameter

to measure progress toward the completely folded mi-
crostate. Excluding the effects of the backbone connec-
tivity, which are entirely contained in ∆Sl(g), the en-
tropic contribution to the free energy in Eq. (1) is pro-
portional to

X(g) ≡
∑

c∈C(g)

[

|V(g, c)| − 1
]

= N(g)− C(g), (S3)

where N(g) is the total number of interacting residues
and C(g) ≡ |C(g)| is the number of connected compo-
nents of the microstate g. Like the commonly used frac-
tion of native contacts, Q (1), the order parameter X
characterizes the similarity between any given microstate
and the native configuration. However, X is preferable
for analyzing a discrete model, since it measures the de-
gree of assembly of the independent monomers as op-
posed to the (likely correlated) interactions among them.
Since our calculations only consider the largest struc-
tured region, C(g) = 1 for all topological configurations
except ∅, in which case C(g) = 0.
To perform free-energy calculations for a specific topo-

logical configuration i, we first find the subgraph of G
that contains the maximum number of compatible con-
tacts. (We find the maximal subgraph containing all pos-
sible edges from all substructures in topological configu-
ration i, without including edges from substructures that
are not represented in configuration i.) The free energy
of this microstate serves as the reference state for the
Wang–Landau calculation, F [i,maxi(X)]. We then ap-
ply the algorithm described in Ref. 10 using the following
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acceptance probabilities for proposed moves g → g′:

pacc(g→g′) = min

{

1,
α(g′→g)

α(g→g′)
e−

[

F (g′)−F (g)
]

/kBT (S4)

× e

[

Ft

[

i,X(g′)
]

−Ft

[

i,X(g)
]

]

/kBT

}

.

The Wang–Landau algorithm breaks detailed balance,
since the bias changes as a function of the Monte Carlo
‘time,’ t. However, the amount by which Ft(i,X) is
updated between Monte Carlo moves is gradually de-
creased as the algorithm runs such that the estimated
Ft(i,X) converges to the equilibrium free-energy land-
scape. The total free energy of each topological con-
figuration is then Fi = −kBT ln

∑

X exp[−Ft(i,X)/kBT ].
For proteins with ∼ 60 residues, sufficiently converged
results for all topological configurations can typically be
obtained in a few minutes on a single processor.

C. Calculation of ensemble averages

Once the Wang–Landau sampling is complete, we use
Ft(i,X) as a biasing potential to accelerate the calcu-
lation of equilibrium averages via standard Metropolis
Monte Carlo sampling. If the free-energy differences
between adjacent coarse-grained states have converged
to within ∼1 kBT , then biased Metropolis Monte Carlo
sampling will visit all coarse-grained states with roughly
equal frequency. This means that the Metropolis algo-
rithm can provide a direct verification of the convergence
of the Wang–Landau sampling.
We use Metropolis Monte Carlo sampling to compute

the equilibrium contact probability, 〈1uv〉, and vertex
probability, 〈1u〉, within each topological configuration i.
We calculate the probability that the contact (u, v) or the
vertex u appears in the set of visited microstates,

〈1uv〉i ≃

∑

X

∑

{y}X
1uv(gy) e

−F (i,X)/kBT

∑

X

∑

{y}X
e−F (i,X)/kBT

, (S5)

〈1u〉i ≃

∑

X

∑

{y}X
1u(gy) e

−F (i,X)/kBT

∑

X

∑

{y}X
e−F (i,X)/kBT

, (S6)

where 1uv(g) and 1u(g) indicate the presence of edge
(u, v) and vertex u, respectively, in microstate g, and
{y}X is the set of all visited microstates with order pa-
rameter X. The use of a biasing potential allows the
Markov chain to explore the entire free-energy landscape
rapidly without getting stuck for long intervals in lo-
cal free-energy minima. The fact that the underlying
Markov chain obeys detailed balance ensures that the
ensemble average within each coarse-grained state (i,X)
converges to its equilibrium value given a sufficient num-
ber of Monte Carlo steps, nMC. Typically, we choose
nMC ≃ 1000 per coarse-grained state (i,X).
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FIG. S1. Schematic of mean-field barrier calculations.
(a) In the first mechanism, a single vertex u is added to the
existing structured region i to form a new loop in the poly-
mer backbone. (b) In the second mechanism, a pre-assembled
substructure s makes contact with the existing structured re-
gion i; in this case, substructure s has no residues in common
with configuration i. In both cases, after the formation of this
initial contact, the polymer is in topological configuration j.
See text for details.

S3. MEAN-FIELD BARRIER CALCULATIONS

To compute the free-energy barrier between a pair of
topological configurations i and j, we assume that the
initial configuration i is in local equilibrium. Making a
contact between the existing structure in configuration i
and the new substructure s, which is part of configura-
tion j, necessarily requires the formation of a new loop in
the polymer backbone; after this initial contact, folding
can proceed in topological configuration j by making fur-
ther native contacts at a much smaller entropic cost per
contact. The barrier calculation should therefore account
for all the ways in which this initial contact between the
structured region of configuration i and the new substruc-
ture s can be made. This calculation is carried out in a
mean-field approximation, where the effective strength
of an interaction between a residue from the new sub-
structure s and a residue v in the existing structured re-
gion depends on the local equilibrium in configuration i,
〈1v〉i; this approximation is described below. Fluctu-
ations within configuration i are taken into account by
Boltzmann-averaging this barrier calculation over all val-
ues of the order parameter X in this configuration.

The addition of a new substructure to the existing
structured region in configuration i can occur by one of
two mechanisms, depending on the way the substructures
interact in topological configuration j. The first mecha-
nism applies in cases where the contacts associated with
the new substructure s directly involve residues that are
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already present in topological configuration i. As a re-
sult, the first step in the assembly of the new substructure
involves the addition of a residue u that participates in
substructure s but is not part of the existing structured
region i (see Figure S1a). Assuming that the value of
the order parameter for the existing structure is X, the
mean-field free energy of this configuration depends on
the loss of conformation entropy due to bringing a residue
u into contact with structured region in configuration i,
〈∆Su〉i,X , as well as the mean-field energies of all native
contacts between u and residues in region i,

∆F †
i,X→j

kBT
= − ln

∑

u

exp

〈

∆Su

kB

〉

i,X

(S7)

×







exp



−
∑

v∈V(i)

(

ǫuv
kBT

)

〈1v〉i,X



− 1







,

where V(i) indicates the set of residues that contribute
to configuration i. The first sum in Eq. (S7) runs over
all residues {u} that participate in one of the contacts
comprising substructure s and are not in the set V(i).

The second mechanism applies in cases where the new
and existing substructures do not have any residues in
common (see Figure S1b). Instead, these substructures
interact in the native state via edges that are not part
of any substructure (i.e., gray edges in Figure S1b). To
calculate the barrier in this case, we assume that both the
initial configuration i and the new substructure s are in
local equilibrium. In the mean-field approximation, the
free energy of all microstates in which the substructure s
makes contact with the locally equilibrated structured
region in configuration i, assuming that the value of the
order parameter for the existing structure is X, is

∆F †
i,X→j

kBT
= Fs −

〈

∆Ss

kB

〉

i,X

(S8)

− ln















exp









−
∑

u∈V(s)
v∈V(i)

〈1u〉s

(

ǫuv
kBT

)

〈1v〉i,X









− 1















,

where Fs is the free energy of the isolated substructure s
and 〈∆Ss〉i,X is the entropic penalty due to bringing s
into contact with the structured region in configuration i.
We compute the apparent barrier between configura-

tions i and j by summing over all values of the order
parameter X,

∆F †
i→j

kBT
=− ln

∑

X

exp

[

−∆F †
i,X→j − (Fi,X − Fi)

kBT

]

. (S9)

The term (Fi,X − Fi) accounts for the free-energy differ-
ence between microstates at a specific value of the order
parameter and the total free energy of topological con-
figuration i, Fi. To obey detailed balance, the barrier for

the reverse transition is ∆F †
j→i = ∆F †

i→j − (Fj − Fi).

S4. TRANSITION-PATH THEORY

Given the continuous-time Markov chain specified by
the rate matrix in Eq. (3), we can use transition-path the-
ory (4) to calculate properties of the ensemble of folding
trajectories. The stationary distribution of the Markov
chain, π(i,X), is equivalent to the Boltzmann distribu-
tion, πi = exp(−Fi/kBT )/

∑

j exp(−Fi/kBT ). All fold-
ing transition paths originate in the unfolded configura-
tion, A = ∅, and terminate in the configuration with the
maximum number of substructures, B. Here we repro-
duce a number of equations from Ref. 4 for completeness.
First, we calculate pfold(i), the equilibrium probability

that a dynamical trajectory will reach configuration B,
starting from configuration i, before returning to config-
uration A. By definition, pfold is equal to zero and one
in configurations A and B, respectively. Using the rate
matrix kij , pfold is computed for all intermediate config-
urations by solving the linear system

∑

j

kijpfold(j) = 0 ∀i ∈ (A ∪B)c, (S10)

where (A ∪B)c indicates all configurations that are nei-
ther A nor B. The reactive flux through every transition
i→ j is

f(i→ j) =

{

πi
[

1− pfold(i)
]

kijpfold(j) if i 6= j,

0 if i = j.
(S11)

The net reactive flux through the transition i→ j is
f+ij ≡ max(fij − fji, 0). From this calculation, we can
determine the overall folding rate,

kfold =

∑

j 6=A f
+
Aj

πA
. (S12)

In the two-state approximation, the apparent free-
energy barrier between configurations A and B is

∆F †
AB = − ln (2kfold). Lastly, the fraction of time spent

in configuration i in the transition-path ensemble is

pAB(i) = πipfold(i)[1− pfold(i)]. (S13)

S5. THEORETICAL φ AND ψ-VALUE
CALCULATIONS

Theoretical φ and ψ-values are calculated as described
in Eqs. (5) and (6). For the rate calculation, kfold,
the unfolded, A, and folded, B, configurations are cho-
sen as described in Sec. S4. The inverse temperature
(kBT )

−1 is chosen to equate the free-energies of the folded
ensemble, which includes contributions from all native
contacts, and the unfolded ensemble; we take the un-
folded ensemble to include both the random coil configu-
ration, ∅, and all individual substructures in isolation,
Funfolded = −kBT ln [1 +

∑

s exp(−Fs/kBT )], where the
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index s runs over all substructures. (Exceptions are made
for proteins 1rnb and 2vil, where, due to the stability
of partially folded intermediate configurations, the free-
energy differences between the native and unfolded en-
sembles are set to −2.5 and −1 kBT , respectively. These
choices ensure that the native states are globally stable.)

The mutations considered in our comparisons with ex-
perimental measurements are listed in Tables S1–S3 and
shown in Figures S7–S9. Unless otherwise noted, we as-
sume that the experimental errors on φ and ψ-values are
±0.1. We leave φ-values that are less than−0.1 or greater
than 1.1 out of comparisons with the theoretical predic-
tions. (φ-values in the range [−0.1 : 0] or [1 : 1.1] are set
to 0 or 1, respectively.) For ψ-value comparisons, we set
values greater than 1 to unity.

S6. ANALYSIS OF ATOMISTIC MOLECULAR
DYNAMICS SIMULATIONS

For the analysis of atomistic simulation data, we adopt
a history-dependent native-contact definition (2): a con-
tact is formed when heavy atoms from two residues pass
within 3.5 Å of one another and broken when all heavy
atoms of the same residues move farther than 5.5 Å apart.
To reduce the contribution of transient fluctuations fur-
ther, we disregarded contacts lasting less than 5 ns;
changing this threshold by ±5 ns does not meaningfully
affect the results of the subsequent calculations. Native
contacts were defined on the basis of the crystal struc-
ture as described in the Materials and Methods for direct
comparison with the theoretical results. We determined
the largest structured region at every 1-ns time step by
decomposing the graph of native contacts into connected
components. We then calculated a one-dimensional free-
energy landscape as a function of the number of native
contacts using all time steps from the available trajec-
tories. Folding transition paths are defined as the por-

tions of the trajectories that transit from the free-energy
minimum of the unfolded ensemble on this landscape to
the free-energy minimum of the folded ensemble without
returning to the free-energy minimum of the unfolded
ensemble. Unfolding transition paths are defined anal-
ogously, starting from the free-energy minimum of the
folded ensemble.
For the configuration lifetime calculations shown in

Figure 5, we identified all substructures with at least 6
contacts present in the largest structured region. We
verified that every such substructure is completely con-
tained within the largest structured region, i.e., no con-
tacts from a substructure that forms part of the largest
structured region are found outside of this region, in more
than 99.8% of all time steps. For the commitment calcu-
lations shown in Figure 6, we used the stricter criterion
for substructure formation described in the Results.
We calculated φ-values from the simulated transition

paths using the method described in Ref. 7,

ψsimulation
uv ≃ p(1uv|TP), (S14)

φsimulation
u =

∑

v

ψsimulation
uv /du, (S15)

where p(1uv|TP) is the probability of observing a na-
tive contact between residues u and v at any time step
in the transition-path ensemble and du is the number
of native contacts formed by residue u. We estimated
the variability in the predicted φ and ψ-values across the
observed transition paths by performing bootstrapping
simulations in which the 10 observed transition paths
were sampled with replacement; the standard deviation
of φsimulation

u estimated in this way is shown in Figure 7b.
The calculations shown in Figure 7b are slightly differ-
ent from the results presented in Ref. 7 because our def-
initions of native contacts are not identical. Because
φsimulation
u is calculated directly from ψsimulation

uv , we ob-
tain the same correlation coefficient with the theoretical
predictions for both sets of values.
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FIG. S2. Predicted folding landscape for protein G (1igd) and comparison with experimental φ-values (11). The
configuration abcd is the native ensemble in this case, because all residues contribute the one of the four substructures. The
free-energy landscape and folding network are drawn as in Figures 3c and 4a, respectively.
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1enh φexpt φpred

F8A 0.42±0.1 0.15

L13A 0.51±0.1 0.31

A14G 0.79±0.1 0.39

F20A 0.36±0.1 0.24

Y25G 0.28±0.1 0.22

L26A 0.46±0.1 0.51

L38A 0.48±0.1 0.37

G39A 0.92±0.1 0.34

L40A 0.95±0.1 0.13

A43G 1.00±0.1 0.47

A54G 0.62±0.1 0.80

1igd φexpt φpred

I6A 0.38±0.1 0.44

L7A 0.32±0.1 0.20

T16A 0.00±0.1 0.15

A20G 0.02±0.1 0.08

D22A 0.23±0.1 0.16

A26G 0.31±0.1 0.23

V29A 0.26±0.1 0.34

K31G 0.23±0.1 0.32

Q32G 0.55±0.1 0.35

Y33A 0.20±0.1 0.24

A34G 0.21±0.1 0.26

N35G 0.19±0.1 0.31

V39A 0.16±0.1 0.12

G41A 0.00±0.1 0.27

D46A 0.96±0.1 0.65

D47A 0.67±0.1 0.69

T49A 0.84±0.1 0.66

T51A 0.44±0.1 0.61

T53A 0.27±0.1 0.54

V54A 0.16±0.1 0.39

1shg φexpt φpred

A11G 0.00±0.1 0.08

V23A 0.32±0.1 0.28

T24A 0.29±0.1 0.08

D29A 0.22±0.1 0.08

K43A 0.26±0.1 0.43

V44A 0.48±0.1 0.38

F52A 0.58±0.1 0.78

V53A 0.61±0.1 0.59

A55G 0.53±0.1 0.11

V58A 0.16±0.1 0.03

1k53 φexpt φpred

V4A 0.51±0.1 0.30

T5A 0.26±0.1 0.41

I6A 0.37±0.1 0.41

K7A 0.62±0.1 0.65

A8G 0.53±0.1 0.56

N9A 0.12±0.1 0.63

L10A 0.43±0.1 0.43

I11A 0.72±0.1 0.54

F12A 0.20±0.1 0.38

T17A 0.40±0.1 0.55

T19A 0.21±0.1 0.58

A20G 0.35±0.1 0.56

E21A 0.75±0.1 0.47

F22A 0.41±0.1 0.31

K23A 0.47±0.1 0.35

T25A 0.43±0.1 0.23

F26G 0.26±0.1 0.20

A29G 0.23±0.1 0.25

T30A 0.08±0.1 0.27

S31G 0.11±0.1 0.32

E32G 0.11±0.1 0.32

A33G 0.25±0.1 0.30

Y34A 0.05±0.1 0.26

A35G 0.28±0.1 0.32

Y36A 0.27±0.1 0.25

A37G 0.11±0.1 0.22

L40A 0.13±0.1 0.10

N44A 0.07±0.1 0.05

T48A 0.26±0.1 0.37

V49A 0.32±0.1 0.32

V51A 0.19±0.1 0.44

Y56A 0.15±0.1 0.46

T57A 0.13±0.1 0.57

L58A 0.27±0.1 0.50

N59A 0.17±0.1 0.47

I60A 0.17±0.1 0.49

K61A 0.16±0.1 0.38

2ci2 φexpt φpred

T3G 0.05±0.1 0.00

P6A 0.07±0.1 0.04

E7A 0.40±0.1 0.05

L8A 0.15±0.1 0.13

S12G 0.29±0.1 0.69

K17G 0.38±0.1 0.74

K18G 0.70±0.1 0.86

L21A 0.25±0.1 0.57

Q22G 0.12±0.1 0.85

K24G 0.10±0.1 0.32

P25A 0.20±0.1 0.38

E26A 0.42±0.1 0.24

I29A 0.25±0.1 0.29

I30G 0.26±0.1 0.30

L32A 0.19±0.1 0.43

V34G 0.16±0.1 0.10

V38A 0.12±0.1 0.00

T39A 0.19±0.1 0.00

E41A 0.32±0.1 0.00

Y42G 0.07±0.1 0.00

R43A 0.09±0.1 0.00

V47A 0.21±0.1 0.24

L49A 0.53±0.1 0.26

F50A 0.30±0.1 0.39

V51A 0.25±0.1 0.56

D52A 0.12±0.1 0.59

N56A 0.09±0.1 0.62

I57A 0.08±0.1 0.45

A58G 0.11±0.1 0.13

V60G 0.04±0.1 0.00

P61A 0.02±0.1 0.00

V63G 0.03±0.1 0.00

1csp φexpt φpred

L2A 0.20±0.2 0.43

K5A 0.54±0.24 0.84

K7A 0.91±0.1 0.88

N10A 0.45±0.34 0.91

K13A 0.73±0.11 0.90

F15A 0.53±0.1 0.95

F17A 0.12±0.1 0.94

E19A 0.15±0.35 0.84

D25A 0.48±0.1 0.95

I33A 0.01±0.1 0.00

L41A 0.31±0.1 0.18

Q45A 0.23±0.1 0.58

F49A 0.34±0.1 0.44

I51A 0.13±0.1 0.26

A60G 0.15±0.1 0.19

V63A 0.09±0.1 0.10

1ubq φexpt φpred

I3A 0.30±0.1 0.78

V5A 0.50±0.1 0.86

T7A 0.80±0.1 0.85

I13A 0.50±0.1 0.71

L15A 0.50±0.1 0.69

V17A 0.50±0.1 0.40

T22A 0.50±0.1 0.27

I23A 0.40±0.1 0.24

V26A 0.30±0.1 0.51

L27A 0.10±0.1 0.54

A28G 1.00±0.1 0.66

I30A 0.50±0.1 0.60

Q41A 0.00±0.1 0.57

L43A 0.30±0.1 0.50

L50A 0.00±0.1 0.06

L56A 0.10±0.1 0.05

I61A 0.00±0.1 0.08

L67A 0.00±0.1 0.79

L69A 0.30±0.1 0.73

1imp φexpt φpred

A13G 0.98±0.1 0.83

F15A 0.57±0.1 0.58

L16A 0.52±0.1 0.57

L18A 0.40±0.1 0.55

V19A 0.32±0.1 0.39

L33A 0.27±0.1 0.33

L36A 0.25±0.1 0.37

V37A 0.15±0.1 0.24

L52A 0.03±0.1 0.00

V68A 0.23±0.1 0.10

V71A 0.36±0.1 0.07

A76G 0.37±0.2 0.05

A77G 0.37±0.1 0.05

F83A 0.31±0.1 0.52

1tiu φexpt φpred

I2A 0.45±0.1 0.00

V4A 0.29±0.1 0.00

L8A 0.28±0.1 0.03

V13A 0.00±0.1 0.01

V15A 0.01±0.1 0.01

A19G 0.38±0.1 0.25

I23A 0.82±0.1 0.15

L25A 0.42±0.1 0.00

TABLE S1. List of φ-value mutations. Data points are from the following references, modified as described in Sec. S5:
1enh (16), 1igd (11), 1shg (14), 1k53 (12), 2ci2 (13), 1csp (15), 1ubq (6) refolding, 1imp (17) and 1tiu (18).
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V30A 0.45±0.1 0.00

G32A 0.51±0.1 0.74

L36A 0.50±0.1 0.53

L41A 0.40±0.1 0.00

C47A 0.42±0.1 0.48

H56A 0.52±0.1 0.51

L58A 0.79±0.1 0.65

L60A 0.67±0.1 0.16

C63A 0.23±0.1 0.04

M67A 0.13±0.1 0.11

V71A 0.63±0.1 0.68

A82G 0.16±0.1 0.30

L84A 0.05±0.1 0.31

V86A 0.01±0.1 0.02

1btb φexpt φpred

Q9G 0.72±0.2 0.04

I13A 0.45±0.2 0.06

Q18G 0.69±0.2 0.09

A25G 0.68±0.2 0.04

A36G 0.70±0.2 0.42

L37A 0.59±0.2 0.60

L41A 0.45±0.2 0.58

V45A 0.47±0.2 0.21

L49A 0.47±0.2 0.58

V50G 0.77±0.2 0.39

F56A 0.35±0.2 0.13

Q58G 0.11±0.2 0.08

Q61G 0.09±0.2 0.08

T63A 0.38±0.2 0.05

A67G 0.30±0.2 0.29

E68A 0.52±0.2 0.52

V70A 0.41±0.2 0.47

Q72G 0.81±0.2 0.85

A77G 0.90±0.2 0.73

A79G 0.63±0.2 0.81

T85A 0.51±0.2 0.64

1fkb φexpt φpred

V2A 0.39±0.1 0.39

V4A 0.27±0.1 0.40

T21A 0.40±0.1 0.45

V23A 0.52±0.1 0.47

V24A 0.38±0.1 0.45

T27A 0.28±0.1 0.41

F36A 0.15±0.1 0.29

L50A 0.39±0.1 0.33

V55A 0.08±0.1 0.32

I56A 0.19±0.1 0.34

R57G 0.14±0.1 0.37

E60G 0.13±0.1 0.26

E61G 0.20±0.1 0.36

V63A 0.51±0.1 0.36

T75A 0.24±0.1 0.41

I76A 0.34±0.1 0.40

I91A 0.04±0.1 0.00

L97A 0.23±0.1 0.40

V98A 0.27±0.1 0.44

V101A 0.57±0.1 0.44

L106A 0.35±0.1 0.42

1rnb φexpt φpred

N5A 0.09±0.1 0.13

T6G 0.21±0.1 0.38

V10A 0.33±0.1 0.35

L14A 0.59±0.1 0.37

T26G 0.00±0.1 0.07

V36A 0.00±0.1 0.00

N58A 0.94±0.1 0.00

N77A 0.00±0.1 0.11

N84A 0.16±0.1 0.00

S91A 0.93±0.1 0.53

S92A 0.95±0.1 0.52

3chy φexpt φpred

A36G 0.75±0.1 0.66

D38G 0.60±0.1 0.33

A42G 0.68±0.1 0.62

D64A 0.11±0.1 0.28

A97G 0.00±0.1 0.09

A98G 0.03±0.1 0.07

T112G 0.12±0.1 0.04

2vil φexpt φpred

L3A 0.35±0.1 0.00

V7A 0.45±0.1 0.00

I18A 0.49±0.1 0.44

I23A 0.65±0.1 0.62

M28A 0.58±0.1 0.65

C44A 0.85±0.1 0.64

V46A 0.69±0.1 0.66

L47A 0.43±0.1 0.58

L48A 0.62±0.1 0.67

I61A 0.05±0.1 0.71

L65A 0.24±0.1 0.61

E73A 0.69±0.1 0.56

A77G 0.52±0.1 0.57

A78G 0.56±0.1 0.58

T81A 0.75±0.1 0.57

M84A 0.68±0.1 0.57

L114A 0.03±0.1 0.01

TABLE S2. List of φ-value mutations (continued). Data points are from the following references, modified as described
in Sec. S5: 1btb (19), 1fkb (20), 1rnb (21), 3chy (22) and 2vil (23).

1igd ψexpt ψpred

K4–T51 0.17±0.1 0.55

I6–T53 0.71±0.1 0.51

N8–T55 0.30±0.1 0.26

T16–Y33 0.24±0.1 0.08

K28–Q32 0.24±0.1 0.35

Q32–D36 0.03±0.1 0.33

T44–T53 0.93±0.1 0.61

D46–T51 0.90±0.1 0.66

1k53 ψexpt ψpred

N9–T19 0.75±0.2 0.57

N9–N59 1.00±0.4 0.68

I11–K61 1.00±0.1 0.57

K28–E32 0.26±0.1 0.31

A35–T39 0.00±0.1 0.25

D50–N59 1.00±0.1 0.43

A52–T57 1.00±0.1 0.50

1ubq ψexpt ψpred

Q2–E16 0.53±0.1 0.66

Q2–E64 0.03±0.1 0.59

F4–T12 1.00±0.1 0.90

F4–T66 0.75±0.1 0.90

K6–T12 1.00±0.1 0.89

K6–T66 1.00±0.1 0.88

K6–H68 0.52±0.1 0.89

E24–A28 0.48±0.1 0.64

A28–D32 0.90±0.1 0.66

R42–Q49 0.07±0.1 0.40

R42–H68 0.26±0.1 0.72

R42–V70 0.57±0.1 0.67

F44–Q49 0.02±0.1 0.40

I44–V70 1.00±0.1 0.81

2acy ψexpt ψpred

D10–N81 0.70±0.1 0.22

E12–N79 1.00±0.1 0.23

K24–A28 0.01±0.1 0.08

A28–K32 0.00±0.1 0.08

W38–Q50 1.00±0.1 0.80

Q40–V97 0.13±0.1 0.07

S56–H60 0.34±0.1 0.35

R59–E63 1.00±0.1 0.42

TABLE S3. List of ψ-value mutations. For ubiqutin (1ubq), two experimental ψ-values (residue pairs 2–16 and 44–70)
involve residues that do not form native contacts in the crystal structure. We calculated theoretical ψ-values for the nearest
native contacts in our model, replacing these pairs with contacts 1–16 and 44–68, respectively. Data points are from the
following references, modified as described in Sec. S5: 1igd (24), 1k53 (25), 1ubq (5) and 2acy (26).
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FIG. S7. Comparison of predicted and experimental φ-values. Predictions are indicated by blue circles, and experimental
points are shown as black squares. Experimental errors are assumed to be 0.1 unless otherwise indicated; see Tables S1 and S2
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