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A brief introduction to modeling chemical reactions

Mass-action kinetics

We generate an ordinary differential equation (ODE) for each species using mass-action kinetics for each

reaction. Under mass action, the rate of a chemical reaction is proportional to the product of the reactant

concentrations raised to the power of their stoichiometric coefficients. For example, consider the one-reaction

system:

X + Y 
 2Z, (S1)

where the forward and backward rates are k1 and k2. The differential equations describing the dynamics of

species X,Y , and Z under mass-action kinetics are:

d[X]

dt
= k2[Z]2 − k1[X][Y ] (S2)

d[Y ]

dt
= k2[Z]2 − k1[X][Y ]

d[Z]

dt
= k1[X][Y ]− k2[Z]2.

Michaelis-Menten kinetics

When the reaction is catalyzed by an enzyme, with kinetic properties kcat and KM ,

S
E

P,

then the reaction rate is given by
d[S]

dt
= −kcat[E][S]

KM + [S]
=
d[P ]

dt
(S3)

Paradoxical signaling

One-Tier Model of Paradoxical Signaling

The phenomenological model underlying the activation-inhibition loop shown in Figure S2A can be written as

a system of ordinary differential equations (ODEs) to track the temporal dynamics of the response function

R due to time-dependent stimulus input S(t) (details in Table S1). The activator A and inhibitor I, transmit

information from the stimulus to the response. ∗ indicates the activated fraction of the species. Using

mass-action kinetics, we can formulate a system of ODEs to represent the change in concentration of each

species over time. Since A(t) and I(t) are immediate effectors of the stimulus S(t), they demonstrate a

rapid increase in activation and decay exponentially (Figure S2A, B). The response R(t) shows a slightly

delayed peak compared to A(t) and I(t), which is consistent with degree of separation of R(t) from S(t).

The dynamics of each of these components follows a biexponential function, which is sufficient to explain the
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time scales of activation and inhibition. These results suggest that changing the parameters of the above

model is sufficient to reproduce all the results of the temporal dynamics of spine volume change coupled with

CaMKII and RhoGTPases [19].

Under the assumption of mass action kinetics, the rate of a chemical reaction is proportional to the product of

the reactant concentrations raised to the power of their stoichiometric coefficients. For the simple paradoxical

signaling network shown in Figure S2A, the dynamics can be modeled using the reactions in Table S1. ki’s

represent the forward reaction rates. For simplicity, we ignore the backward reaction rate here; including

the reverse reaction will not affect the qualitative behavior of the system. S is a controlled, time-dependent

input, a pulse function, to model the burst of calcium into the spine. The system of ordinary differential

equations resulting from this system are given in Eq. S4 and were solved using the ode45 routine in MATLAB

(Mathworks, Natick, MA) (Figure S1B). It is straightforward to note that this simple system gives rise to

the behaviors observed in the spine dynamics but also in many other signaling systems [1, 8, 7].

Table S1: Reactions for a one-tier activation-inhibition loop

Initial concentrations (all in µM): [A] =A0; [I] = I0; [R] = R0

Reaction kon Notes

A + S → A* k1 Stimulus activates activator

A* + R → R* k2 Response is activated by A

I + S → I* k3 Stimulus activates inhibitor

R* + I* → R k4 Response in inhibited by I

The corresponding differential equations are given as

d[A]

dt
= −k1[A]S(t) (S4)

d[A∗]

dt
= k1[A]S(t)− k2[A∗][R]

d[I]

dt
= −k3[I]S(t)

d[I∗]

dt
= k3[I]S(t)− k4[I∗][R∗]

d[R]

dt
= −k2[A∗][R] + k4[I∗][R∗]

d[R∗]

dt
= k2[A∗][R]− k4[I∗][R∗]
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Multi-tier model of paradoxical signaling

Table S2: Reactions for a multi-tier activation-inhibition loop

Initial concentrations (all in µM): [A] =A0; [I] = I0; [R] = R0

Reaction kon Notes

A1 + S → A1* k1 Stimulus activates activator 1

A1* + A2 → A2* k2 Activator 1 activates activator 2

A2* + R → R* k3 Response is activated by activator 2

I1 + S → I1* k4 Stimulus activates inhibitor 1

I2 + I1* → I2* k5 Inhibitor 1 activates inhibitor 2

R* + I2* → R k6 Response is inhibited by inhibitor 2

The reactions for the multi-tier paradoxical signaling are given in Table S2, where ki’s represent the forward

reaction rates. S is a controlled, time-dependent input, a pulse function, to model the burst of calcium into

the spine. The system of ordinary differential equations resulting from this system are given in Eq. S5 and

were solved using the ode45 routine in MATLAB (Mathworks, Natick, MA).

d[A1]

dt
= −k1[A1]S(t) (S5)

d[A∗1]

dt
= k1[A1]S(t)− k2[A∗1][A2]

d[A∗2]

dt
= k2[A∗1][A2]− k3[A∗2][R]

d[I1]

dt
= −k4[I1]S(t)

d[I∗1 ]

dt
= k4[I1]S(t)− k5[I∗1 ][I2]

d[I∗2 ]

dt
= k5[I∗1 ][I2]− k6[I∗2 ][R∗]

d[R]

dt
= −k3[A∗2][R] + k6[I∗2 ][R∗]

d[R∗]

dt
= k3[A∗][R]− k6[I∗][R∗]

We summarize our observations from the toy models here: in the case of a simple biexponential function

Eq.3, it is straightforward to see how the two exponents, a and b, characterize the inhibition and activation

dynamics respectively. In the case of dynamics regulated by large signaling networks, a and b are no longer
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constants but regulated by upstream processes and activity of proteins. Nonetheless, this simple function

gives us large insight into how homeostasis might come about. Further extending this idea to that of a

one-tier paradoxical signaling model and subsequently the two tier model gives us a way of understanding

how the kinetic parameters influence the time courses (Figure S1B). Effectively, the large network shown in

Figure 2C is a larger scale system with the same dynamic behavior.

Model development for spine volume change

CaMKII Module

The reactions in the CaMKII module are based on the events outlined in the Introduction section of the

main text. NMDA receptor activation leads to a Ca2+pulse, which then binds to Calmodulin, resulting in a

calcium-calmodulin complex. This complex is key for the activation of CaMKII by binding to the kinase and

relieving the autoinhibition. The structural details of how this happens are discussed in [28, 6] and are beyond

the scope of the current work. An additional key step in the activation of CaMKII is autophosphorylation.

To represent these kinetics, we have used the model developed by Pi and Lisman [23]. Calcium-calmodulin

also activates calcineurin, also known as PP3. Calcineurin acts through a cascade of phosphatases I1 and PP1

to dephosphorylate CaMKII [18]. The calmodulin levels are regulated by a protein called neurogranin, which

is found in large quantities in the brain [36]. The kinetics of PP1 activity are described in [23]. Continuous

activation of CaMKII does not occur for the majority of the CaMKII population since the calcium pulse is

transient and the activated CaMKII is dephosphorylated. Only CaMKII bound to the NMDA receptors in

the PSD is persistently activated.

Cdc42 Module

Cdc42 is a small RhoGTPase, which plays an important role in governing the actin remodeling events. It is

required for the activation of WASP through PIP2 and the subsequent downstream activation of Arp2/3 [27].

The activity of Cdc42 is regulated by Guanine nucleotide exchange factors (GEFs) and GTPase activating

proteins (GAPs). There are a large number of GEFs and GAPs present in the brain and their activity is

known to be controlled directly or indirectly though CaMKII. We assumed that the GEFs and GAPs were

activated by CaMKII (based on [22]) and were inactivated by PP1. Since phosphatases are known to be

promiscuous [34], this assumption is justified. The GTP bound Cdc42 then activates WASP and Arp2/3

[26, 15, 10].
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Cofilin Module

Cofilin is an important regulator of actin dynamics; by severing actin filaments, it plays an important role

in recycling the actin [30]. Cofilin is known to be negatively regulated by phosphorylation mediated by

LIM kinase [4] and activated by dephosphorylation by SSH1 [4]. We use the module developed in [26] to

model cofilin dynamics. SSH1 itself is activated by calcineurin [35] and inhibited by CaMKII. LIM kinase

is activated by Rho kinase, ROCK [2]. The cofilin that is activated by these events leads to the severing of

actin filaments and is modeled using fsev (Table S6) based on the model presented in [31].

Actin module and pushing velocity

We use the well-mixed model developed by Tania et. al. [31] with a few modifications, to model the dynamics

of the barbed end generation from Arp2/3 and cofilin activity. The phosphorylation of CaMKII releases F-

actin and G-actin in the spine, which are then free to generate barbed ends through filament nucleation

and severing. The degradation and aging of filaments results in regeneration of G-actin. However, it has

been shown that the main mode of actin remodeling is through the creation of short branches and therefore

through nucleation and that the mature spine does not have long filaments [32, 11]. Therefore, we only

included actin branch nucleation and barbed end generation (pushing and non-pushing) in our model. It

has also been separately shown that G-actin is buffered by the G-actin pool in the dendritic shaft and this

serves as an infinite source and the fast diffusion of G-actin between the spine and the shaft buffers the spine

G-actin concentration [13].

The functional forms of severing and nucleation are taken from [31]. The barbed ends are capped at a fixed

rate kcap. Not all barbed ends generate a pushing velocity; the relationship between the pushing barbed

ends Bp, and the total barbed ends is derived from the conservation conditions in [31]. As explained in [31],

Eq. S6 ensures that spine expansion is initiated only when barbed ends have built up sufficiently. The actin-

mediated spine growth events are modeled as an elastic Brownian ratchet [16, 17]. The difference between

our model and the one published in [31] is that the species involved in the actin module are all regulated by

upstream signaling regulated by CaMKII.

The relationship between pushing barbed ends, Bp, and the membrane velocity has been derived in [14, 31],

and is used here to calculate the radius of the growing spine in response to the actin remodeling events. This

relationship is given as

Vmb = V0
Bp

Bp+ φ exp(ω/Bp)
(S6)

Here, we used the values of φ = 10/µm, and ω = 50 per µm. [31]. φ is the geometric parameter used in

computing membrane protrusion rate and ω is the physical parameter describing the membrane resistance

[31, 14]. This density-velocity relationship has a biphasic behavior – for a small number of barbed ends, the

membrane resistance limits the velocity, explained as ‘decoherent’ regime in [14] and for large barbed end

density, or the ‘coherent’ regime, the protrusion rate is not sensitive to the number of barbed ends.
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Rho-Myosin Module

Rho is known to regulate ROCK and therefore myosin activity. In cell motility models, Rho is known to play

an important role in contractility. Here, we apply the idea of myosin-mediated contraction that is governed

by RhoGTP activity. Rho is a small GTPase and as in the Cdc42 module, we assume that the GEF and

GAP activity are regulated by the CaMKII module. RhoGTP then activates ROCK, which is known to

activate both myosin light chain kinase and myosin light chain phosphatase [12]. The reactions and reaction

rates for ROCK activation of myosin light chain are based on the model presented in [12].

Spine radius

We propose the following equation for the dynamics of the spine volume.

dR

dt
= Vmb − kshrink[MLC∗]R (S7)

The spine growth velocity is assumed to depend on the pushing velocity generated by actin and the shrinkage

of the spine is proportional to the amount of myosin light chain that is phosphorylated and the radius of the

spine. A similar model force dependence on myosin concentration for contractility was proposed in [3].

Actin depolymerization or myosin-mediated contraction?

Actin depolymerization is another key factor in actin remodeling. An open question in the field is whether

increasing actin depolymerization is sufficient to induce spine contraction. In order to study the effect of

actin depolymerization, we included another term in the conversion of F-actin to G-actin, which had the

rate kdepol[F − actin]. The number of pushing barbed ends is affected by depolymerization (Figure S8A),

however for rates of depolymerization as observed in experiments [25] and used in other models [17], the spine

dynamics is not greatly affected (Figure S8B). More importantly, our conclusion that if the barbed ends are

sufficient to drive the velocity to a coherent regime, then the spine dynamics is robust, still holds. Also, if the

depolymerization rate is very high, there are not enough pushing barbed ends to generate a protrusive force

(Figure S9). This means that increasing actin depolymerization can decrease the growth velocity (Vmb of the

spine but not exert a contractile force. Therefore, when the net actin polymerization rate is reduced, as long

as cofilin can generate barbed ends in the ‘coherent’ regime and myosin can generate contractile forces, then

we can capture the observed dynamics. There are many factors that contribute to barbed end generation –

polymerization, nucleation, and severing. If polymerization rate decreases, then the number of barbed ends

with decrease, slowing down the velocity to zero and the spine volume will plateau out. But to shrink, an

active inward pulling force is needed. We demonstrate that here with a simple system.

dRspine
dt

= Vspine − Vpulling by myosin (S8)
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Suppose that there is no pulling by myosin and the decrease in polymerization results in Vspine = 0. Then,

we are left with dR
dt = 0 whose solution is a constant radius. Therefore, for the radius to shrink, an active

pulling force is needed (Figure S10B).

Kinetic parameters

One of the challenges of developing models of signaling networks is choice of kinetic parameters. As the system

of reactions gets more complex, it is harder to identify with certainty what a certain kinetic parameter value

would be. One way to address this issue is to match the dynamics from simulations with experimental

measurements of input-output relationships [21]. In this case, the data that is available is for the four key

readouts in the spine and is available as percent change or normalized value. This makes it harder for us

to identify kinetic parameters. We overcame this challenge by selecting kinetic parameters for the various

reactions from the literature where possible and indicate it in the Tables. In some cases, the values of reaction

rate constants were not available and these parameters were fit to match the experimental time course.

All chemical species, including actin had units of concentration in µM . The units of the kinetic parameters

are as follows: all first order reaction rates and kcats have units of s−1, second order reaction rates have

units of µMs−1, and Km has units of µM . Barbed ends B and pushing barbed ends Bp have units of #

and velocities V0 and Vmb have units of µms−1. κ is the scale factor for converting concentrations to units

of barbed ends and has units of #/µM [31]. Sensitivity analysis shows that the model is robust to changes

in κ (Table S11).

Extracting experimental data from published work

The experimental data was extracted from Figure 1D of [19] using the digitize package in the software ‘R’

[24].

Model access in VCell

The simulations of the full network shown in Figure 2C were carried in the Virtual Cell program

(http://www.nrcam.uchc.edu). The model is named ‘Spine Model Final’ and is available under the publicly

shared models with the username ‘prangamani’. Complete instructions on how access publicly shared models

can be found at the Virtual Cell homepage. A teaching resource on how to develop models in Virtual Cell is

given in [20].
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Characteristics of the signaling cascade

In order to characterize the dynamics of the different protein activities and the volume change of the spine,

we use the characteristics of the time-concentration or time-radius curve [9]. We use three measures of the

curve to characterize the model output. (1) Time to peak signal – this is the time point at which maximum

signal is achieved. (2) The area under the curve gives the total signal activated over the time of observation

and for the ith species is given by Ii in Eq. S9. (3) The signaling time is given by τi and gives the average

duration of signal and is also defined in Eq. S9. These different values can be interpreted as the statistical

measures of a time course in a signaling network (Table S9).

Ii =

∫ ∞
0

Xi(t)dt, and τi =

∫∞
0
tXi(t)dt

Ii
. (S9)
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Tables

The references in these tables indicate either the source of the reaction and/or the source for the parameters.

Often interaction parameters are given in terms of dissociation constants and these values were used to obtain

the forward and backward rates for mass-action kinetics. In other cases, parameters were obtained from other

models or assumed such that they would fit the experimental data.

Table S3: Reactions for the activation of CaMKII

Reaction Reaction flux Kinetic Parameters Reference

3Ca2++ CaM → Ca·CaM kf [Ca2+]3[CaM]-kr[Ca· CaM] kf = 7.75, kr = 1 [23]

Ng + CaM → CaM·Ng kf [Ng][CaM]-kr[Ca· CaM] kf = 5, kr = 1 [36]

CaMKII + F-actin

→CaMKII·F-actin

kf [CaMKII][F-actin]-

kr[CaMKII]·[F-actin]

kf = 1, kr = 4 [29]

CaMKII + G-actin

→CaMKII·G-actin

kf [CaMKII][G-actin]-

kr[CaMKII]·[G-actin]

kf = 1, kr = 4 [29]

CaMKII → CaMKIIp kcat1[Ca·CaM]4[CaMKII]

K4
m1+[Ca·CaM]4

+

kcat2[CaMKIIp][CaMKII]
Km2+[CaMKII]

kcat1 = 120, Km1=4,

kcat2 = 1, Km2 = 10 [23]

CaMKIIp → CaMKII kcat[PP1*][CaMKIIp]
Km+[CaMKIIp] kcat = 15, Km = 3 [23]

CaN → CaN* k[Ca·CaM]4[CaN]

K4
m+[Ca·CaM]4

kcat = 127, Km=0.34 [36]

CaN* → CaN kcat[CaMKIIp][CaN]
Km+[CaN] kcat = 0.34,

Km = 127

[36]

I1 → I1* kcat[CaN*][I1]
Km+[I1] kcat = 0.034,

Km=4.97

[36]

I1* → I1 kcat[CaMKIIp][I1*]
Km+[I1*] kcat = 0.0688,

Km = 127

[36]

PP1 → PP1* kcat1[I1*][PP1]
Km1+[PP1] + kcat2[PP1*][PP1]

Km2+[PP1] kcat1 = 50, Km1=80,

kcat2 = 2, Km2 = 80 [23]

PP1* → PP1 kcat[CaMKIIp][PP1*]
Km+[PP1*] kcat = 0.07166,

Km = 4.97

[36]
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Table S4: Reactions for the activation of Cdc42 and Arp2/3

Reaction Reaction flux Kinetic

Parameters

Reference

Cdc42-GEF →

Cdc42-GEF*

kcat[CaMKIIp][Cdc42-GEF]
Km+[Cdc42-GEF] kcat = 0.01,

Km = 1.0

[37, 5], parameters estimated to match

experimental time course

Cdc42-GEF* →

Cdc42-GEF

kcat[PP1*][Cdc42-GEF*]
Km+[Cdc42-GEF*] kcat = 0.01,

Km = 1.0

[37, 5], parameters estimated to match

experimental time course

Cdc42-GDP→

Cdc42-GTP

kcat[Cdc42-GEF*][Cdc42-GDP]
Km+[Cdc42-GDP] kcat = 0.75,

Km = 1.0

[37], parameters estimated to match

experimental time course

Cdc42-GTP→

Cdc42-GDP

kcat[GAP*][Cdc42-GTP]
Km+[Cdc42-GTP] kcat = 0.1,

Km = 1.0

[37], parameters estimated to match

experimental time course

GAP→ GAP* kcat[CaMKIIp][GAP]
Km+[GAP] kcat = 0.01,

Km = 1.0

parameters estimated to match

experimental time course

GAP*→ GAP kcat[PP1*][GAP*]
Km+[GAP*] kcat = 0.01,

Km = 1.0

parameters estimated to match

experimental time course

Cdc42-GTP +

WASP → WASP*

kf [Cdc42-GTP][WASP]−

kr[WASP*]

kf = 0.02,

kr = 0.001

[15, 10, 26]

Arp2/3 + WASP*

→ Arp2/3*

kf [Arp2/3][WASP*]−

kr[Arp2/3*]

kf = 0.1,

kr = 0.0

[15, 10, 26]
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Table S5: Reactions for the activation of Cofilin

Reaction Reaction flux Kinetic

Parameters

Reference

SSH1 →

SSH1*

kcat[CaN*][SSH1]
Km+[SSH1] kcat = 0.34,

Km = 4.97

[36]

SSH1* →

SSH1

kcat[CaMKII*][SSH1*]
Km+[SSH1*] kcat = 127,

Km = 0.34

[23]

LIMK→

LIMK*

kcat[ROCK*][LIMK]
Km+[LIMK] kcat = 0.9,

Km = 0.3

[33]

LIMK*→

LIMK

kcat[SSH1*][LIMK*]
Km+[LIMK*] kcat = 0.34,

Km = 4.0

SSH1 was assumed to have similar kinetics as CaN;

[36]

Cofilin→

Cofilin*

kcat[SSH1*][Cofilin]
Km+[Cofilin] kcat = 0.34,

Km = 4.0

SSH1 was assumed to have similar kinetics as CaN;

[36]

Cofilin*→

Cofilin

kcat[LIMK*][Cofilin*]
Km+[Cofilin*] kcat = 0.34,

Km = 4.0

LIM Kinase was assumed to have similar

parameters as CaMKII; [23]

Table S6: Reactions for the generation of actin barbed ends

Reaction Reaction flux Kinetic Parameters Reference

F-new-actin → F-actin kage[F-new] kage = 0.001 [31]

F-actin → G-actin fsev + kdeg[F-actin] +

kdepol[F-actin]

ksev = 0.0002, C0 = 0.1,

kdepol = 0.01

[31]

fsev = C0ksev [Cofilin*]4[F-actin]
C4

0
kage = 0.1, kdeg = 0.1

F-actin+G-actin+Arp23*→

F-actin

fnuc =

knuc[Arp23*][F-actin][G-actin]
Km+[Arp23*]

knuc = 15.3, Km = 2 [31]

→ B κ(fsev + fnuc)− kcapB kcap = 0.04, κ = 106 [31]

→ Bp (V0 − Vmb)B − kcapBp V0 = 0.1, kcap = 0.04 [31]
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Table S7: Reactions for the activation of Rho and Myosin

Reaction Reaction flux Kinetic Parameters Reference

Rho-GEF → Rho-GEF* kcat[CaMKIIp][Rho-GEF]
Km+[Rho-GEF] kcat = 0.01, Km = 1.0 Est.

Rho-GEF* → Rho-GEF kcat[PP1*][Rho-GEF*]
Km+[Rho-GEF*] kcat = 0.1, Km = 1.0 Est.

Rho-GDP→ Rho-GTP kcat[Rho-GEF*][Rho-GDP]
Km+[Rho-GDP] kcat = 0.75, Km = 1.0 Est.

Rho-GTP→ Rho-GDP kcat[GAP*][Rho-GTP]
Km+[Rho-GTP] kcat = 0.1, Km = 1.0 Est.

Rho-GTP + ROCK →

ROCK*

kf [Rho−GTP ][ROCK]−

kr[ROCK∗]

kf = 0.02, kr = 0.001 [26]

MyoPpase→ MyoPpase* kf [MyoPpase] +

kcat[MyoPpase*][MyoPpase]
Km+[MyoPpase]

kf = 0.01, kcat = 3,

Km = 16

[12]

MyoPpase* → MyoPpase kcat[ROCK*][MyoPpase*]
Km+MyoPpase*] kcat = 2.357, Km = 0.1 [12]

MLC→ MLC* kf [MLC] + kcat[ROCK*][MLC]
Km+[MLC] kf = 0.01, kcat = 1.8,

Km = 2.47

[12]

MLC* → MLC kcat[MyoPPase*][MLC*]
Km+MLC*] kcat = 1, Km = 16 [12]
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Table S8: Initial conditions (only the species with non-zero initial conditions are shown)

Species Initial

concentration (µM)

Notes and References

CaMKII-F-

actin

10 Assumed based on [22]; varied in our simulations (Figure S4)

CaMKII-G-

actin

10 Assumed based on [22]; varied in our simulations (Figure S4)

Calcineurin 1 [36]; varied in our simulations (Figure S4)

Calmodulin 10 [36]; varied in our simulations (Figure S4)

Neurogranin 20 [36]

I1 1.8 [36]; varied in our simulations (Figure S3)

LIM kinase 2 Assumed

Myoppase∗ 0.1 [12]

RhoGEF 0.1 Assumed

RhoGAP 0.1 Assumed

Cdc42GEF 0.1 Assumed

PP1 0.27 Estimated by parameter variation (Figure S3)

ROCK 1.0 Assumed; varied in our simulations (Figure S6)

RhoGDP 1.0 Assumed; varied in our simulations (Figure S6)

WASP 1.0 Assumed

Arp2/3 1.0 Assumed; varied in our simulations (Figure S5)

Cdc42GDP 1.0 Assumed; varied in our simulations (Figure S5)

Bp 1.0 Set to a small non-zero value to initiate simulations

Myoppase 1.1 [12]

SSH1 2.0 Assumed

Cofilin 2.0 Assumed; varied in our simulations (Figure S5)

MLC 5.0 [12]; varied in our simulations (Figure S6)

B 30.0 [31]; set to a small resting value to indicate that most of the actin

is bundled to CaMKII
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Table S9: Characteristics of different species in the signaling cascade

Species Signal Signal Time to peak(s) RMSE for

exposure I Duration τ(s) model-experiment

comparison

CaMKII 66.67 44.1 13 0.11

Rho 159.48 117.2 48 0.04

Cdc42 167 130.31 51 0.25

Spine volume 184 150.62 102 0.04

Table S10: Sensitivity to initial conditions

Index Component CaMKII Cdc42 Rho Radius

1 Cofilin X X X X

2 Arp23 X X X X

3 CaN X X X X

4 CaMKII-Factin X X X X

5 CaMKII-Gactin X X X X

6 Cdc42GTP X X X X

7 Cdc42 GEF X X X X

8 I1 X X X X

9 LIMK X X X X

10 MLC X X X X

11 Myoppase active X X X X

12 Myoppase X X X X

13 Ng X X X X

14 PP1 X X X X

15 RhoGAP X X X X

16 RhoGEF X X X X

17 RhoGDP X X X X

18 ROCK X X X X

19 SSh1 X X X X

20 WASP X X X X
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Table S11: Sensitivity to kinetic parameters

Index Name CaMKII Cdc42 Rho Radius Index Name CaMKII Cdc42 Rho Radius

1 kage X X X X 41 kf ROCK inactivation X X X X

2 V0 X X X X 42 Km for CaMKII activation X X X X

3 ω X X X X 43 Km1 for CaMKII autoactivation X X X X

4 kcap X X X X 44 Km1 for PP1 activation by I1 X X X X

5 kdeg X X X X 45 Km2 for PP1 autoactivation X X X X

6 knuc X X X X 46 Km for CaN activation by CaM X X X X

7 ksev X X X X 47 Km for CaN inactivation X X X X

8 kshrink X X X X 48 Km for CaMKII inactivation by CaM X X X X

9 κ X X X X 49 Km for CaMKII inactivation X X X X

10 kf for Arp2/3 inactivation X X X X 50 Km Cdc42 activation X X X X

11 k for CaN activation by CaM X X X X 51 Km Cdc42GEFactivation X X X X

12 kcat for PP1 activation by I1 X X X X 52 Km Cdc42GEF inactivation X X X X

13 kcat for PP1 autodephosphorylation X X X X 53 Km for Cdc42 hydrolysis X X X X

14 kcat for CaMKII activation by CaM X X X X 54 Km cofilin activation SSH1 X X X X

15 kcat CaMKII autophoshorylation X X X X 55 Km I1 activation by CaN X X X X

16 kcat CaMKII inactivation by PP1 X X X X 56 Km I1 inactivation X X X X

17 kcat Cdc42 activation by GEF X X X X 57 Km LIMK activation by ROCK X X X X

18 kcat Cdc42GEF activation by CaMKII X X X X 58 km LIMK inactivation by SSH1 X X X X

19 kcat Cdc42GEF inactivation by PP1 X X X X 59 Km MLC dephosphorylation X X X X

20 kcat Cdc42 hydrolysis X X X X 60 Km Myoppase activation X X X X

21 kcat Cofilin activation by SSH1 X X X X 61 Km Myoppase inactivation X X X X

22 kcat Cofilin inactivation by LIMK X X X X 62 Km PP1 inactivation by CaMKII X X X X

23 kcat I1 inactivation by CaMKII X X X X 63 Km RhoGEF inactivation X X X X

24 kcat LIMK activation by ROCK X X X X 64 Km RhoGAP activation by CaMKII X X X X

25 kcat MLC phosphorylation by ROCK X X X X 65 Km RhoGAP inactivation by PP1 X X X X

26 kcat Myoppase dephosphorylation X X X X 66 Km RhoGEF activation by CaMKII X X X X

27 kcat Myoppase inactivation by ROCK X X X X 67 Km RhoGTP by RhoGEF X X X X

28 kcat PP1 inactivation by CaMKII X X X X 68 Km RhoGTP hydrolysis X X X X

29 kcat RhoGAP activation by CaMKII X X X X 69 Km SSH1 dephosphorylation X X X X

30 kcat RhoGEF activation by CaMKII X X X X 70 Km SSH1 phosphorylation by CaMKII X X X X

31 kcat RhoGEF activity X X X X 71 kr for Ca2+CaM binding X X X X

32 kf Ca2+CaM binding X X X X 72 kr Arp2/3 activation X X X X

33 kf Arp2/3 activation X X X X 73 kr CaM binding Ng X X X X

34 kf CaM Ng binding X X X X 74 kr CaMKII binding F-actin X X X X

35 kf CaMKII-F-actin binding X X X X 75 kr CaMKII G-actin X X X X

36 kf CaMKII-G-actin binding X X X X 76 kr Cdc42 WASP bidning X X X X

37 kf WASP activation by Cdc42 X X X X 77 kr MLCp basal activity X X X X

38 kf MLC phosphorylation X X X X 78 kr Myoppase basal activity X X X X

39 kf Myoppase basal activity X X X X 79 kr ROCK activation by Rho X X X X

40 kf ROCK activation by Rho X X X X 80 kr ROCK inactivation X X X X

16



Figures

Time 
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

f(
t)

0

10

20

30

40

50

60

Increasing b, a=100

(A) 

Time (s)
0 10 20 30 40 50 60

Ac
tiv

e 
Re

sp
on

se
 (n

or
m

al
iz

ed
 to

 to
ta

l)

0

0.05

0.1

0.15

0.2

0.25
k1=k2=k3=k4=0.1

k1=k2=k3=k4=1

k1=k2=k3=k4=10

Figure S1: (A) The parameters of a biexponential function f(t) can be tuned to change the dynamics of

the function. This simple model shows how dynamics of the response function can be controlled by simple

parameters. By tuning the parameters, a and b, of the function, we can capture the fast response that is like

that of CaMKII and a slow-response that is like the spine volume. (B) The role of parameters in governing

the dynamics of the simple paradoxical signaling module is shown. Changing the parameters captures the

full range of behavior.
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Figure S2: (A) An activation inhibition loop governed by the same stimulus S leads to the dynamics of

the response R as shown in (B). This is an example of paradoxical signaling. In this network structure,

the temporal dynamics of the response R can be regulated by a biexponential function (Figure S1) in the

supplemental material, where the exponential associated with the increase of R is controlled by the activator

and the exponential associated with the decay of R is controlled by the inhibitor. Tuning the effect of the

exponentials is enough to move the peak of the response curve (see supplemental material for a detailed

discussion). The multi-level activation inhibition loop in Figure 2B can be represented by a toy model as

shown in (C). The time course of the response R is dependent on the number of upstream tiers, essentially

resulting in biexponential functions of exponentials. The first level of activator and inhibitor show an early

response, the second activator and inhibitor show an intermediate time course and the response R shows

a delay compared to the stimulus presented at 10 s. This indicates that multi-tiered activation-inhibition

networks of paradoxical signaling are sufficient to control the temporal evolution of the response.
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Figure S3: (A) CaMKII dynamics depends on the amount of CaM. If the concentration of CaM is low, not

enough CaMKII is activation through phosphorylation. (B) PP1 dynamics is also affected by CaM. For very

low amounts of CaM, PP1 activation is not enough to dephosphorylate CaMKII and it results in sustained

CaMKII activation. (C) Ultrasensitivity of PP1 and CaMKII activation on PP1 initial concentration. The

series of phosphatases (CaN, I1, and CaMKII) coupled with autophosphorylation of CaMKII, and autode-

phosphorylation of PP1 gives rise to ultrasensitive responses. (D) Increasing I1 concentration also affects

CaMKII activation – low concentration of I1 results in sustained activation of CaMKII and high concentration

of I1 results in transient activation of CaMKII.
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Figure S4: Effect of the components of the CaMKII module on spine radius change. Note that the normalized

spine radius is shown and does not reflect the absolute change in the radius of the spine. Effect of I1

concentration (A) , PP1 (D) , and CaMKII-G-actin (E) on spine radius is small. As we explain in later

sections, the dynamics downstream of these components is governed by the generation of actin barbed ends

and the effect of these components is mitigated by other interactions in the network. On the other hand

CaM (B), CaN (C), and CaMKII-F-actin (F) concentrations have significant impact on spine radius change.
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Figure S5: Effect of Cdc42 and related components on spine volume change. (A) From first observations, it

seems that Cdc42 alone does not have a significant effect on the spine volume change. (B) Similarly, Arp2/3

alone does not have a strong effect on spine volume change. (C) However, cofilin has a significant effect on

spine volume dynamics. This is a case where the model indicates that the complex interactions of the actin

network are important for governing the dynamics of the dendritic spine. (D) When both cofilin and Arp2/3

are removed, the number of barbed ends and pushing barbed ends falls to zero very rapidly since all barbed

ends get capped.
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Figure S6: Effect of Rho and related components on spine volume change. (A) Rho is required for maintaining

the dynamics of spine volume decrease; note that there is no effect on the increase in spine volume. (B)

Rho-kinase is also important for maintaining the dynamics of spine volume decrease. (C) Myosin is the key

component for governing the decrease in spine volume. Absence of myosin results in a sustained increase in

spine volume.
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Figure S7: Effect of actin remodeling. (A) Capping rate is an important aspect of controlling spine dynamics.

Setting kcap to zero results in a large increase in barbed ends, pushing barbed ends, and spine radius. (B)

Filament nucleation rate knuc and (C) filament aging kage do not have a significant impact on barbed ends,

pushing barbed ends, and spine radius. (D) Filament severing rate ksev plays an important role in governing

barbed end and spine dynamics. These predictions can be tested using pharmacological treatments in the

laboratory. 22
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Figure S8: Role of actin depolymerization. We tested the effect of increasing depolymerization rate on

pushing barbed end generation and spine radius change. (A) Increase the depolymerization rate from 0 to

0.1 s−1 reduced the number of pushing barbed ends. (B) For the same values of the depolymerization rate,

the spine radius did not change very much because the system was in the ‘coherent’ regime.
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Figure S9: Effect of depolymerization rate on pushing barbed ends. Increasing the depolymerization rate

decreases the number of pushing barbed ends. When the depolymerization rate is very high, there are very

few pushing barbed ends available to generate a protrusive velocity.
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