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Additional file One

Robust standard error estimation for generalized linear models

Let & € RP be a p x 1 parameter vector and f; be a positive density function
yi ~, fi(yi|0). The data (y;) are modeled as observed values of Y; for i = 1,...,n and
the likelihood function is given by

L) = H fi(yil0),

and the log-likelihood function by
LL(9) = Z In fi(yil0).
i=1
First derivative (gradient) of the log-likelihood function

. “~ Olnfi(y;|0
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- —~ 0%Inf;(yi|0)
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Assuming that the model is correct, there is a true value 8y for §. Then, we can use
the Taylor approximation of second order for the log-likelihood function to estimate
0.
1
L(0) = L(fo) + L'(60)(0 — 60) + 5(0 — 00)" L" (60)(0 — 60) + ...

Therefore to derive the variance covariance matrix from the maximum likelihood

estimation we can differentiate this expression to get

L'(6) + (0 — 00)T L"(6p) = 0.

So,8 — 6y = [— L"(6)] " L' (67,

Cov(B) = [~ L"(6o)] ™" [Cov(L'(60)][— L" ()] *



